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Chapter 1

Introduction

This document is subdivided into three parts each of therassilrg a different level of software hierarchy. The
relation between the tree parts is depicted by an exampligiri A

Partl contains a brief description of hydrological model engingslemented with thechse modeling frame-
work. It provides information on the model engine’s purpase lists the important classes (i. e. the types of
objects that can be simulated) using references to thélpart

Partll holds a description of the classes, including informationstate variables and external inputs, for

example.
Partlll addresses the mathematical representation of realwodtblogical processes, i. e. the mechanisms

that cause the state variables to change their values aver Tihe concepts described in this part may be used by
several of the classes portrayed in gart

Model engines Class library Process library

Model engine 1 Degree-day snow model

Model engine 2 ¥ Energy balance snow model
\ Hargreaves ET model
L

Penman-Monteith ET model

Muskingum method

Figure 1.1: Classes and processes as the basic building blocks of bgital model engines.
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Chapter 2

Model enginehypsoRR

2.1 Basic facts Table 2.1: Classes of thay psoRR model engine.

The hypsoRR model engine was designed for the(:labssb - get;"i to be found at
purpose of flood forecasting, and the verification ofsu -bas ee.

: : Reach Sec3.2

ensemble-based flood forecasts in particular. Minireach Sec3 3
. . Node classes Se8.4

e |t is hydrologocal catchment model engine that Sec3.5
simulates all major processes of the hydrologicatage Se03.6
cycle. Rain gage Se@.7

External inflow Sec3.8
e It is a rather simple, conceptual model engine 0

allow for fast computations. This is important in ] ]
operational applications, especially when dealing.3 Selected applications
with ensembles.

As of March 2014hypsoRRwas set-up and calibrated

e The data requirements are adapted to the sitd@ the river basins listes in Tabke2

tion in Germany, _Where_observation (_jata for E_ilPLabIe 2.2: Applications of theny psoRR model engine.
major meteorological variables are typically avail-

able. However, the concept was also sucessfullBasin/Gage Country kM
applled to basins in Asia and Africa. The full set Wilde WeiReritz / Ammelsdorf Germany 70
of variables is required only if snow accumula- Rheraya Morocco 220
tion/melt is relevant. Marikina Philippines 570
Neckar / Kirchtellinsfurt Germany 2317
e Many concepts are copied from LARSIM{dwig  Mahanadi/ Mundali India 135000

and Bremicker2006 which is the hydrological
model engine currently used for operational fore-
casting in SW GermanyhypsoRR can use most
of LARSIM’s input data, nhamely the information
in tapel?2, tape35, etc.

2.2 Classes

The hypsoRR model engine currently comprises the
classes listes in Tab2 1

13
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Chapter 3

Classes for hydrological catchment
modeling

3.1 Default sub-basin class

3.1.1 Simulated processes

The class simulates the processes listed in Takile

The current version of the class does allow for the representation of hydrological responseaurtiinly three
classes of land cover are currently distinguished: (1) mwstiefaces, (2) impervious surfaces, and (3) pervious
surfaces, i. e. soil typically covered by vegetation.

3.1.2 Data members

A full list of the data members of the class is provided in &hP. SeeKneis (20128 for an explanation of the
abbreviations in the 'type’ column.

Table 3.1: Considered processes in the default sub-basin class.

Process Model concept

Runoff generation Conceptual four components model (S&§.

Runoff concentration Parallel linear reservoirs (Se2)

Evapotranspiration Potential evapotranspiration aftakkihk with crop factors and correction far
soil water limitation (Section8.4, 9.5.1, and9.5.2

Snow storage and melt Energy balance model (845.

17



Table 3.2: Data members of the default sub-basin class.

Type Name Description Unit

stateScal we Soil water content (dimensionless, i.e. vol/vol or m/m) dimensionless
stateScal vol_surf Storage volume of the linear reservoir controlling surface runoff retention m3

stateScal vol_pref Storage volume of the linear reservoir controlling preferential flow retention m3

stateScal vol_inter Storage volume of the linear reservoir controlling interflow retention m3

stateScal vol_base Storage volume of the linear reservoir controlling baseflow retention m3

stateScal snow_swe Snow water equivalent m

stateScal Snow_sec Energy content of the snow cover kd/m2

stateScal snow_alb Snow albedo dimensionless
inputExt precip_resid Residuals of precipitation (time series) mm / time step
inputExt precip_slope Slope of the linear model precip ~ elevation mm / time step / meter
inputExt precip_inter Intercept of the linear model precip ~ elevation mm / time step
inputExt temper_resid Residuals of air temperature (time series) degree Celsius
inputExt temper_slope Slope of the linear model temperature ~ elevation degree Celsius / meter
inputExt temper_inter Intercept of the linear model temperature ~ elevation degree Celsius
inputExt apress_resid Residuals of air pressure (time series) hPa

inputExt apress_slope Slope of the linear model pressure ~ elevation hPa / meter

inputExt apress_inter Intercept of the linear model pressure ~ elevation hPa

inputExt windsp Wind speed (time series) m/s

inputExt glorad Short-wave radiation (time series) W/m2

inputExt rhumid Relative humidity (time series) %

inputExt clness Cloudiness (time series) dimenionless (0...1)
inputExt [ai Leaf area index dimensionless
paramNum area Surface area of the catchment m2

paramNum elev Representative elevation m asl

paramNum frac_noinf Fraction of the catchment area with impervious surface dimensionless (0...1)
paramNum frac_water Fraction of the catchment area covered by water surfaces dimensionless (0...1)
paramNum soildepth Thickness of the modeled soil column m

paramNum wc_max Maximum value soil water content (water content at saturation) dimensionless
paramNum exp_satfrac Shape parameter, controls the fraction of saturated areas with increasing average saturation dimensionless
paramNum thr_surf Threshold value. Direct runoff above this rate is considered as surface runoff m/s

paramNum relsat_inter Relative filling of soil reservoir above which interflow is generated (threshold) dimensionless (0...1)
paramNum rate_inter Rate of medium-fast runoff generation at soil saturation m/s

paramNum rate_base Rate of ground-water recharge at soil saturation m/s

paramNum ct_index Concentration time index (empirical Kirpich formula, for example) S

Continued on next page
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Table 3.2 -Continued from previous page

Type Name Description Unit
paramNum str_surf Parameter to control retention of surface runoff dimensionless
paramNum str_pref Parameter to control retention of preferential runoff dimensionless
paramNum str_inter Parameter to control retention of medium-fast runoff dimensionless
paramNum str_base Parameter to control retention in the ground-water reservoir dimensionless
paramNum relsat_etmin Relative filling of soil reservoir below which evapotranspiration becomes zero dimensionless (0...1)
paramNum relsat_etmax Relative filling of soil reservoir above which evapotranspitation is no longer moisture-limited dimensionless (0...1)
paramNum fac_precip Precipitation correction factor (used for input updating, for example) dimensionless
sharedParamNum cropFac_slope Constant "a” in "Makking crop factor = a * LAl + b” dimensionless
sharedParamNum cropFac_inter Constant "b” in "Makking crop factor = a * LAl + b” dimensionless
sharedParamNum mult_surf Factor applied to surface runoff before output (j¢, 1 for tests only) dimensionless
sharedParamNum mult_pref Factor applied to preferentialrunoff before output (j, 1 for tests only) dimensionless
sharedParamNum mult_inter Factor applied to medium-fast runoff before output (j¢, 1 for tests only) dimensionless
sharedParamNum mult_base Factor applied to slow runoff (base flow) before output (j, 1 for tests only) dimensionless
sharedParamNum snow_a0 Constant describing the dependence of moisture and heat fluxes on wind speed (additive term in linear model) m/s
sharedParamNum snow_ai Constant describing the dependence of moisture and heat fluxes on wind speed (factor in linear model) dimensionless
sharedParamNum  snow_kSat Saturated hydraulic conductivity of snow m/s
sharedParamNum snow_densDry Density of dry snow kg/m3
sharedParamNum snow_specCapRet Capillary retention volume as a fraction of the solid snow water equivalent dimensionless
sharedParamNum snow_emissivityMin Minimum value of snow emissivity (for old snow surface) dimensionless
sharedParamNum snow_emissivityMax Maximum value of snow emissivity (for old snow surface) dimensionless
sharedParamNum snow_tempAir_crit Air temperature below which precipitation falls as snow degree Celsius
sharedParamNum snow_albedoMin Minimum albedo of (old) snow dimensionless
sharedParamNum snow_albedoMax Maximum albedo of (new) snow dimensionless
sharedParamNum snow_agingRate_tAirPos Aging rate describing the decrease in snow albedo when air temperature is positive 1/s
sharedParamNum snow_agingRate_tAirNeg  Aging rate describing the decrease in snow albedo when air temperature is negative 1/s
sharedParamNum snow_soilDepth Thickness of the soil column considered in computation of the snow energy balance m
sharedParamNum snow_soilDens Density of the soil considered in computation of the snow energy balance kg/m3
sharedParamNum snow_soilSpecHeat Specific heat capacity of the soil considered in computation of the snow energy balance kd/kg/K
sharedParamNum snow_weightAirTemp Weight used in the estimation of snow surface temperature from air temperature and mean snow temperature dimensionless (0...1)
sharedParamNum snow_fullShadowLAl Reduces short-wave incoming radiation depeding on the LAI (rad’= rad * (1 - LAl/snow_fullShadowLAl)) m
sharedParamNum heightZeroWind Height above ground where wind speed approaches zero (used in precipitation correction) m

output gx_end Outflow rate of the catchment at end of time step m3/s

output gx-avg Outflow rate of the catchment, time step average m3/s

output swe Snow water equivalent m

output etp Rate of potential evapotranspiration m/s

Continued on next page
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Table 3.2 -Continued from previous page

Type

Name

Description

Unit

output

etr

Rate of actual evapotranspiration

m/s
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3.3 Minireach class 21

3.2 Default reach class

3.2.1 Simulated processes

The reach class simulates the outflow from a river reach giienmation on the inflow and its storage character-
istics. The concept is described in Sé2

3.2.2 Data members

A list of the data members of the class is provided in TebR SeeKneis (20120 for an explanation of the
abbreviations in the 'type’ column.

Table 3.3: Data members of the default reach class.

Type Name Description Unit
paramFun v2k Retention constant of the reach (s) as a function of storage (m3) S
paramFun g2k Retention constant of the reach (s) as a function of flow rate (m3/s) S
stateScal vol Storage volume of the reach m3
inputSim gi-end Inflow rate at end of time step m3/s
inputSim qgi-avg Inflow rate, time step average m3/s
output gx-_end Outflow rate at end of time step m3/s
output gx-avg Outflow rate, time step average m3/s

3.3 Minireach class

3.3.1 Simulated processes

The minireach class simulates a reach (or pipe) of very $ogth so that the travel time is practically negligible.
Thus, the outflow a minireach object is identical to the inflow

3.3.2 Data members

A list of the data members of the class is provided in Teble SeeKneis (20128 for an explanation of the
abbreviations in the 'type’ column.

Table 3.4: Data members of the minireach class.

Type Name Description Unit
inputSim ~ qgi_end Inflow rate at end of time step m3/s
inputSim gi-avg Inflow rate, time step average m3/s
output gx-end Outflow rate at end of time step  m3/s

output gx-avg Outflow rate, time step average ma3/s
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3.4 Node classes

3.4.1 Simulated processes

The purpose of node objects is to merge flows from differenta®s. The typical case is a node with two inflows
(e. g. a stream junction). Nodes with a higher numbner ofwdl¢or with just a single inflow) may be useful in
some situations.

3.4.2 Data members

A list of the data members of the class is provided in T&gor the example of two inflows. Sééneis(2012h
for an explanation of the abbreviations in the 'type’ column

Table 3.5: Data members of the node class with two inflows.

Type Name Description Unit
source 1) m3/s
source 2) m3/s
)
)

inputSim ~ gi_end_1 Inflow rate at end of time step
inputSim ~ gi-end2  Inflow rate at end of time step

inputSim ~ gi-avg-1 Inflow rate, time step average (source 1 m3/s
inputSim ~ gi_avg-2 Inflow rate, time step average (source 2 m3/s
output gx-_end Outflow rate at end of time step m3/s
output gx-avg Outflow rate, time step average m3/s

3.5 Lake class

3.5.1 Simulated processes

The class simulates the outflow from an uncontrolled lakefir based on a rating curve and a storage curve.
Precipitation and evaporation losses are taken into a¢ccBatails are described in Sei).2

3.5.2 Data members

A list of the data members of the class is provided in Teb SeeKneis (20120 for an explanation of the
abbreviations in the 'type’ column.

Table 3.6: Data members of the lake class.

Type Name Description Unit
stateScal v Storage volume m3

stateScal vp Total precipitation input within a time step (temporary variable to compute the mass balance) m3

stateScal ve Total evaporation loss within a time step (temporary variable to compute the mass balance) m3

inputSim gi-end Inflow rate at end of time step m3/s

inputSim qgi-avg Inflow rate, time step average m3/s
paramNum  area_max Maximum water surface area (area collecting precipitation) m2
paramNum  fac_precip Precipitation correction factor (used for input updating, for example) dimensionless
paramFun v2h Storage curve (water level as a function of the storage volume) m

Continued on next page



3.7 Rain gage class 23

Table 3.6 -Continued from previous page

Type Name Description Unit
paramFun h2q Rating curve at the lake’s outflow (outflow rate as a function of the water level) m3/s
paramFun h2a Function to compute the evaporating surface area from the water level m2

inputExt precip Precipitation (time series) mm / time step
inputExt glorad Short-wave radiation (time series) W/m2

inputExt tavg Average air temperature (time series) degree Celsius
output gx-end Outflow rate at end of time step m3/s

output gx-avg Outflow rate, time step average m3/s

output h Water level m

3.6 Gage class

3.6.1 Simulated processes

In many situations it is sufficient to output the simulatedvfiate of a river reach, making the explicit simulation

of a gage object unnecessary. The advantage of instagtiatirobject of the gage class lies in the fact that
the simulated flow may be optionally substituted by obsemaddes. This is quite useful, for example, when a
calibrating a model for the part of a river basins located isiweam of a gage.

3.6.2 Data members

A list of the data members of the class is provided in Tehleé SeeKneis (20128 for an explanation of the
abbreviations in the 'type’ column.

Table 3.7: Data members of the gage class.

Type Name Description Unit
inputSim qgi-end Simlulated inflow rate at end of time step m3/s
inputSim qgi-avg Simulated inflow rate, time step average m3/s
inputExt qobs_avg Observed flow, time step average. May be used as an optional substitute for the simulated inflow. m3/s
paramNum obs_lbound Threshold; The sim. flow (qi) is substituted by the obs. flow (qobs) only if gobs is greater/equal obs_Ibound ma/s
paramNum obs_ubound  Threshold; The sim. flow (qj) is substituted by the obs. flow (qobs) only if qobs less/equal obs_ubound m3/s
output gx-_end Outflow rate at end of time step m3/s
output gx-avg Outflow rate, time step average m3/s

3.7 Rain gage class

3.7.1 Simulated processes

Objects of this class can be used to query the precipitatiarpaint as computed from residual interpolation.
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3.7.2 Data members

A list of the data members of the class is provided in Tébk SeeKneis (2012 for an explanation of the
abbreviations in the 'type’ column.

Table 3.8: Data members of the rain gage class.

Type Name Description Unit

inputExt precip_resid Residuals of precipitation (time series) mm / time step
inputExt precip_slope  Slope of the linear model precip ~ elevation mm / time step / meter
inputExt precip_inter Intercept of the linear model precip ™ elevation mm / time step
paramNum elev Elevation m

output precip Precipitation mm / time step

3.8 External inflow class

3.8.1 Simulated processes

This class provides a simple means to represent an exteataf source. The time-variable flow rates are pre-
defined, i. e. read from a file. The class may also be helpfulafge-scale model is split into sub-models at the
boundaries of major watersheds. In such a case, it may beedbks to save the runoff from an upstream area
(sub-model A) to a file and re-read the data later when siimgléhe downstream part (sub-model B).

3.8.2 Data members

A list of the data members of the class is provided in Téb® SeeKneis (2012 for an explanation of the
abbreviations in the 'type’ column.

Table 3.9: Data members of the external inflow class.

Type Name Description Unit

inputExt precip_resid Residuals of precipitation (time series) mm / time step
inputExt precip_slope  Slope of the linear model precip ~ elevation mm / time step / meter
inputExt precip_inter Intercept of the linear model precip ™ elevation mm / time step
paramNum elev Elevation m

output precip Precipitation mm / time step

3.8.3 Reservoir class

This class is still experimental and not documented.

3.8.4 Flood control storage basin class

This class is still experimental and not documented.
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Chapter 4

Dynamics of the snow cover

4.1 Energy balance method the model described here, the snow albedo is introduced
as an auxiliary state variable.

4.1.1 Capabilities and limitations

In many catchments, snow storage and melting are jfpow water equivalent The snow water equivalent,

portant components of the water cycle. Snow mel, pq%WE (m), represents the total volume of water (stored

sibly accompanied (or caused) by rainfall is a majd? Solid and liquid fo;nm) contained in a snow pack cov-
cause of flood generation in many catchments. HoAnd an area of 1 m SWE is defined by Eqnd.1

ever, the structure of a natural snow cover is very com- Psnow

plex and the simulation of its dynamics is difficult. VSWE = SH - p—w (4.1)
Therefore, any snow model is subject to a number of . :
simplyfing assumptions and limitations. The most im- whereSH is the snow height (m) andno,, andpy

portant limitations of the snow model described in thfgpresent the densities of show and water (k?)g/mhe
section are: unit of SW E or the snow height (meters) is equivalent

to m?/m?2. To convert from units of m to units of kgAn

e The snow pack is treated as homogeneous (wefl€ has to multiplys W E with the density oivater p,,
mixed) layer. Thus, possible stratification is nd? kg/m® (even though a part or all of the stored water
glected. is in solid form).

e Shortwave radiation is not corrected for slope arnghergy content The energy contentS EC' (kJ/n?),
aspect, i. e. the model should be applied only {@presents the energy stored in the snow p&d&C is
horizontal surfaces or larger areas where the €fafined relative to a reference energy contéiff('= 0

fects of slope and aspect may be assumed to leglice at 0C) as detailed below.
out.

e The current model does not account for vegetati§ow albedo The snow albedelS (-) represents the
cover. In reality, vegetation may affect the snovigflectivity of the snow surface for shortwave radiation.

dynamics in many ways (e. g. due to interceptiot €ach snowfall event, the snow surface is re-born and
sheltering, shadowing, long-wave emission, etc.jhe albedo is reset to its maximum value associated with
freshly fallen snow.

4.1.2 Basics of the energy balance method
4.1.2.2 Processes

4.1.2.1 State variables
The dynamics ofSW E is described by the mass bal-

A physically-based simulation of the snow dynamics rence and the dynamics 6f£'C is controlled by the en-
quires the water equivalent and the energy contentesfyy balance. Both mass and energy balance are cou-
the snow pack to be considered as state variables (eplgd as illustrated in Figd.1. A simulation of the state
Dyck and Peschkd 995 Tarboton and Lucel996. In  variables therefore requires a simultaneous solution of

27
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differential equations summarized in Tallel using a
matrix notation.

S '
E é ! Short-Wave radiation
=3 sl ;
§ %E A A Long-Wave
WSy e ,
v Srow /23 i,
Heat flux Upper soil
™ W ;
\ Deep soil \
-

Figure 4.1: Fluxes of mass (solid arrows) and heat (dashed
arrows) to be considered when simulating the snow dynamics.

4.1.2.3 Definition of the energy content

The energy content of the snow cov8i# C, can only

be defined with respect to some reference. A useful ref-
erence state is ice at a temperature o€ Gor which
SEC is zero by conventionfiarboton and Lucel 996.
With that reference, the relation between the energy
contentSEC and the (average) snow temperatdie
follows from the considerations below:

1. Negative values of EC indicate thatSW E con-
sists of solid water only and the snow temperature
is negative. The relation between temperature and
energy content is then determined by the heat ca-
pacity of the ice mass according to Egh2 (see
Table4.2for definition of symbols).

T, 1
dSEC ~ SWE - py - Cice

4,

Then advantage of treating the snow cover and the
upper soil as a single system is that the soil en-
ergy flux reduces to the long-term average flux at
the interface between shallow and deep soil (see
Fig. 4.1). This flux is much less variable and may
be approxiamed by a constant.

. If SEC is zero, the temperature O and the

show cover still does not contain liquid water as a
consequence of the chosen reference.

. At positive values ofSEC, some fraction of

SWE exists in liquid form. As long as ice and
liquid water coexist, the snow temperature remains
at ®C and all energy input is consumed by the
melting process. The energy required to com-
pletely melt a snow cover at a temperature €0
which consists of solid water only is determined by
the ice’s heat of fusion (see Tabe?) and equals
(Eqn.4.4):

SWE - Pw * Hice (44)

There is a critical value & EC where all ice was
melted and only liquid water is left. The snow has
ceased to exist. If more energy is input, the tem-
perature of the liquid water rises above zero ac-
cording to Egn4.5(see Tablel.2for definition of
symbols).

ar, 1
dSEC ~ SWE - py

4.5
. C’wat ( )

Based on these considerations, the relation between
SEC andT; can be computed for a snow cover with a
(4.2) givenSWE as illustrated in Fig4.2

With the basic relations given by Egh2-4.5we can
With respect to the energy content, it is useful t@fer from the energy contet£2C' two important vari-
treat the snow cover and the upper soil up to a c@bles: the temperatuf® of the snow pack and the di-
tain depthD, as a single system (dashed box imensionless fraction of liquid watérL F.

Fig. 4.1). The upper soil is defined as the layer
which thermally interacts with the snow cover on
short time scales. Then, Eqd.2 expands to
Eqgn.4.3 whereD, (m) represents the depth of th
upper soil,ps (kg/m?®) is the soil density and’,
(kJ/kg/K) is the soil's specific heat capacity.

ar, 1
dSEC ~ SWE - py - Cice + Dy - ps - Cs

(4.3)

4.1.2.4 Snow temperature

As the snow temperature is not simulated explicitly, it
needs to be inferred from the state variables. Since
snow is a good isolator, the snow surface tempera-
ture, T, is generally different from the depth-averaged
snow temperaturg; (Tarboton and Lucel996.
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Table 4.1: Process matrix of the energy balance snow model describmglynamics of the state variables. The rate ex-
pressions containing state variables, forcings, and petem1are derived in Seé.1.4& 4.1.5 The stoichiometry factors
forees fsubt, @ndfiow (kJ/rr?) used to convert between mass and energy are derived irl3e2.6 The(+) indicates that
precipitation has an impact on the albedo but this is consitla separate process called 'Albedo evolution’ (see £&c3.

Stoichiometry factors
Process SEC SWE AS | Rate expr. Rate units
(kI?)y  (m) ()
Short-wave radiation balance 0.001 0 0 Ryets W/m?
Long-wave radiation balance 0.001 0 0 Ryetr W/m?
Soil heat flux 0.001 0 0 Reoil W/m?
Sensible heat flux 0.001 0 0 Rsens wim?
Precipitation fpree 1 (+) Mpree m/s
Sublimation — fsubl -1 0 M bl m/s
Melt water outflow —ffiow -1 0 M 10w m/s
Albedo evolution 0 0 1 Ga 1/s

Table 4.2: Snow-related physical constantga(boton and
Luce 1996 Dyck and Peschkel 995.

R Solid Solid-liquid mixture |/ Symbol Value Unit Descriptior]
O w % 1l Pi ~922 kg/m?  Density of ice
g © \ \ . J \ Cice 2.09 kJ/kg/K Specific heat of ice
s o Caleutatod for ! Liquid Hice 3335 kJ/kg Latent heat of ice
= ! SWE=0.05m fusion (melt heat)
S S ,' ! Ei. 2837 kJ/kg Latent heat of
! ‘ ice sublimation
-5000 0 5000 10000 15000 20000 (=Hice*+Fuat.0)
Energy content (ki/kg) Pw 1000  kg/n? Density of water
Cwat 4.18 kJ/kg/K Specific heat of wa-
ter
Figure 4.2: Relation betwegn energy content aﬁq tempgratt T at.0 2503 kd/kg Latent heat of watdr
for a sample snow cover withlW E= 0.05 m (soil interaction ’ evaporation at @C

not taken into account). The thin vertical dashed line marks
the (theoretical) energy content when the snow cover ctansis

of liquid water only, i. e. when all ice was melted.
Case 3: (SEC > SWE - py - Hice)

Depth-averaged temperature Since the snow pack SEC — SWE - py - Hy.

is assumed to be homogeneous, only the depth- 7 = TWE o C g —= G
averaged valueTy, is directly accessible through the Pw - Cuwat + Ds - ps - Cs
state variable§ EC andSW E. Three cases need to be

distinguished (see Seé.1.2.3for definition of D,, p, ~ 1he equation for the first case (Eqh.6) directly
andcC,): follows from Eqn.4.3 by multiplying with a negative

ASEC. The resulting temperatufi, is negative.
The conditions when Eqr..7 must be used (second
SEC (4.6) case) follow from the definition of £C and Eqn4.4,
SWE - py - Cice + Ds - ps - Cs The third case (Eq4.8) is considered here only
Case 2: (0 < SEC < SWE - py - Hiel) for completene;s ;ince in represents the case where all
show became liquid, arifl; actually represents a water
Ts=0 (4.7) temperature.

(4.8)

Case 1: (SEC < 0)

T, =
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Surface temperature To compute energy fluxeswherem,, andm; represent the masses of water and
across the snow-atmosphere interface (outgoing laiog per n? respectively.
wave radiation, exchange of sensible heat, etc.), an es-

timate of the surface temperatufg, is required. M

For estimatingTss, Tarboton and Luc€1996 as- SLEF = M + M

sume that the energy fluxes at the snow surface are

in equilibrium. T, which controls some of the flux EQn.4.11may be transformed into Eqd.10as fol-

rates, is determined iteratively as the surface tempef@s: _ _ .

ture where all energy fluxes balance. They also intro-Numerator: As we are dealing with melting snow, the

duce a tuning parameter (snow surface conductance)Vater massn,, is at 0°C. Due to the definition of the
To avoid iteration, the very simple approach pree-nergy content (see Set1.2.3, the massn,, (kg/nv)

sented in Eqr4.9is used here to estimale,. Therein, ©@" be substituted by EC/ Hyce. SEC (kJIn¥) repre-

T A (°C) is the air temperature andis a weighting pa- _setr;]ts fthe_ enﬁrg% C?ptenlt(;isomated with and Hice
rameter. Ifu = 0, the surface temperatuig, is taken ' De US'(.mte"_iTT] ice (kJ/kg). inthe d inat
to be equal to the depth-averaged temperdiyrand if enominator: The sum,, +m; in the denominator

1 = 0.5, the surface temperature is simply computed ggEan.llrepresents the snow mass per square meter,

the mean off; andT A. Egn.4.9accounts for the fact Ms (I_(g/m2). If m, is written as the_ product of snow
thatT,, cannot become greater thafi©. density p,non, (kg/m’) and snow heighSH (= snow
” volume per m in meters), it follows from Eqré.1that

the denominatom,, + m; equalsSWE - p,,.

(4.11)

0 it 7.0 4.1.2.6 Relations between mass and energy fluxes

Toe = {mm(o, (1—p)-Ts+p-TA) if T,jO Inthis section, the conversion factofs.cc, fsusi, and
ffiow (k3/?) appearing in Tabld.1are derived. The
(4.9) values of the involved physical constants can be found
in Table4.2

4.1.2.5 Fraction of liquid water Precipitation The energy flux (kJ/Mis) resulting
from precipitation input is obtained by multiplying the

In a melting snow cover, solid and liquid water coexisgnass flux (m/s) Withfyrec (kJ/MP). For liquid precipi-

To estimate the actual rate of water outflow, the fragation, fprec is given by Eqn4.12and Eqn4.13applies

tion of liquid water, SLF (=), must be known. Sinceto solid precipitation (snowfall). Note that precipitatio

SLF is not simulated explicitly, it needs to be inferregs a water equivalent, thus, the density of water (not the

from state variables. Taking into account tisat/'=0 one of ice) must be used when converting from depth

if SEC=0 by definition and that the energy required tgm) to mass (such as kgfh

completely melt all ice §LF=1) is given by Eqn4.4,

the liquid fraction can be computed from the energy

contentSEC as (Eqn4.10

Case 1: (TA > T.pit)

fprec = Pw Cwat : max(TA, 0) + Pw * Hice (412)

Case 2. (TA <=T.p;
sipe o SPC @10 ‘ !
SWE: py - Hice Foree = pu - Cice - min(T A, 0) (4.13)
for 0 < SEC < SWE - py - Hice, i. €. for In Eqn.4.12and4.13 T'A (°C) is the air temperature
show at 0°C. Thus, in practice one should use somendT.,;; (°C) is the threshold temperature for rain/s-
thing like min(1, max(0, SLF)) if the condition is not now fall. An approach for mixed precipitation is pre-
checked explicitly. Note thas LF' represents anass sented iriTarboton and Lucé€1996. The value off,,...
fraction (Tarboton and Lucel996), not a volume frac- computed with Eqrd.12is always positive and it is al-
tion. Thus,SLF can also be written as in Eq4.11, ways negative if Eqr4.13is ised. Note that the second



4.1 Energy balance method 31

term in Eqn4.12accounts for the fact that the water iby ka5 = —k - In(ASnaz — ASmin ). Note that reason-

liguid and therefore has a positive energy content evable values ofAS are< 1 why In(ASae — ASmin) IS

at OC (see definition o6 EC' in Sec.4.1.2.3. always negative and the minus sign is required to define
kag as a positive constant.

Sublimation The energy flux due to sublimation

(kJ/n¥/s) is obtained by multiplying the corresponding 49 — AS,in + AS’_W(HAtvk) (4.16)
mass flux (m/s) withy,..;; (kJ/m?) defined in Eqn4.14

The constantF,.. integrates the latent heat of both = ASpmin + ASyng AS,.ngAt'k

melting and evaporation (see Tadle). As heat is lost

from the snow pack, the energy flux has a negative sign — ASypin + ASyng - cap(In(AS, Aty

in Table4.1 e " e

= ASpin + ASpng - exp(At - k - In(ASyn
Foubt = pu * Bice (4.14) g cxp( (A7)

= Aszn + (Asmaw - Aszn) ' eikAS.At
Meltwater outflow To obtain the energy flux (4.17)
(kJ/mé/s) corresponding to the outflow of water from

the snow pack (m/s) one has to multiply the latter b{’, Thg advantage (,)f Eqe.17 over the origi.nallpowgr
F1ow (kI/MP) defined in Eqnd.15 The expression re-f nction (Eqn4.16) is the much simpler derivative with

flects that the energy of water at® equalsH;,., as '€SPECt t0 time which is given in Eqa.18 Note that
a consequence of the chosen referenceStaiC’ (see the definition ofAS (Eqn.4.17) was used to simplify

Sec.4.1.2.3. As heat is lost from the snow pack, th&® derivative and that, in this way, the surfage alye)
energy flux has a negative sign in Tagla. was eliminated from the expression.

fflo’w = Pw Hice (415) dAS
dt

4.1.3 Simulation of the snow albedo =(AS — ASpin) - (—kas) (4.18)

:(ASma:c - ASmln) : eikAS.At : (71@45)

There are many approaches to estimate the snow albedggnsjgering that the snow surface is renewed when
AS (=) with different level of sophistication. In general,o\y snow falls, the process ra@.; (1/s) control-

the albedo is an average value accounting for the reflﬁﬁg the albedo (see Tabk.1) may be expressed by
tion of both visible and near infrared solar radiatiorE. n.4.19

After snowfall, AS generally decreases due to various
processes such as metamorphosis and pollution of the

snow surface. Here, a very simple aging approach cited ) (AShmaz — AS) if snowing
by Dyck and Peschké1995 was adopted. The origi- 7 ) kas(TA) - (ASmim — AS) else
nal equation to describe the dependencelSfon the (4.19)

age of the snow surface (Equation 10.4Minck and
Peschke1995 is a power function (Eqm.16 where  whereX = 1if (PI¢ 0) & (T Aj Teri)) andX =0
AS,in 1s the minimum value thatlS approaches afterotherwise. Note that the applied value of the rate con-
a long time without snowfall and\.S, ., is the differ- stantk,s depends on wether the air temperature is
ence between the maximud® right after snowfall and above or below OC (Dyck and Peschke 995 . Thus,
AS.in. FurthermoreAt is the age of the snow surfaces ,;;, is affected by both the precipitation intensif
andk (1/time) is a rate constant to describe the intensigynd air temperatur€ A. In the current model version,
of the aging process. the albedo is independend of the snow height, i. e. there
For convenience, Egrl.16 was rewritten in an ex- is no reduction when the snow cover becomes shallow.
ponential form (Eqré.17) and AS,,, was expandedto Recommended values of the parameters are given in
(ASinae — ASmin)- In the final rearrangement, the newable4.3. A synthetic example illustrating the dynam-
parametett 4 was introduced which is related to thécs of the albedo in response to precipitation and tem-
parametef; of the original power equation (EqA.16 perature is shown in Figl.3.
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Table 4.3: Parameters controlling the snow albedo based
on Dyck and Peschkg1995. With respect tokas, the
factor 1/86400 converts from 1/d to 1/s and the term
In(ASmax — ASmin) accounts for the structural difference
between Eqrd.17and Eqn4.16

01 2 3
|

mm, °C

Symbol Units Value — v I
ASpmin - 0.35-04 L

ASmaJ; — 0.75-0.9 |||||||||||||||\||||||||||||||||||||||||||
kas(TA > 0) /s —0.12/86400 : 0 6 13 21 29 37
1n(ASmaz — ASmin)
kas(TA<0) s —0.05/86400 : Days
1n(ASmaz — ASmin)

-2

0.8

4.1.4 Energy flux rates

Albedo
0.6

4.1.4.1 Short-wave radiation balance

The short-wave net radiation (or short-wave radiation -
balance) R,...s (W/m?) is computed from Eqré.20 T
0 6 13 21 29 37

0.4

Rpets = SR- (1 — AS) (4.20) Days

whereSR is the incoming solar (i. e. short-wave) raFigure 4.3: Synthetic example illustrating the dynamics
diation (W/n?) andAS (-) is the corresponding albedd?f the albedo as affected by temperature and precipitation.
of the snow surface (see Set1.3. If measured val- Snowfall was assumed at temperatures beloﬁCD Eor
ues of SR are unavailable, they can be estimated éXmem and ASmaz, the means of the ranges given in Ta-
described inTarboton and Lucg1996 or Dyck and e4.3were used.

Peschkg1995. No corrections for slope and aspect are

made here as it is assumed that the effects level out fptidwig and Bremicker2006 page 11), this results in
larger areas. If the model is applied locally, slope and4y,, ~ 36.

aspect might need to be taken into account by reduc-

ing/amplifyin_g the measured (or computed) solar radi@_—1_4_2 Long-wave radiation balance

tion for a horizontal surface.

The presence of a dense vegetation cover (coniferdie long-wave radation baland®,... (W/m?) is the
forest) may considerably reduce the amount of incogiifference between the incoming long-wave radiation
ing short-wave radiation. An ad-hoc approach to esémitted from clear sky and cloudg,,,z,, and the long-
mate the corrected incoming short-wave radiatii® wave emission of the snow pack,.:. (Eqn.4.22).
due to shadowing is presented in E4r21

RnetL = RinL - RoutL (422)
LAI

B LA[,.O)

SR =SR-(1 (4.21)

According to the Stefan-Boltzmann equation
(Egn.4.23), emissionsRk are proportional to the fourth
whereL AT is the leaf-areaindex (ffm*) andLAlL, power of temperatur& (here in°C), with o being the
is an empirical parameter. ConceptuallyAl,., rep- Stefan-Boltzmann constant (=5.67e-08 W/Kt') and
resents the leaf-area index where short-wave radiatiobeing the dimensionless emissivity (range 0—1 with 1
is extincted completely. According thudwig and for a black body).
Bremicker(2006), a reduction of incoming short-wave
by 30% can be assumed for coniferous forest. As-
suming a leaf-area index for coniferous forest of 11 R =¢-0- (T +273.15)" (4.23)
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Outgoing part The emission of the snow pack,.; 1,

(W/m?), can directly be computed from Eqh23sub-
stituting 7' by the snow surface temperatufg, (see
Eqgn.4.9). The emissivity of snow is about=0.82 for

old snow and=0.99 for fresh snowdyck and Peschke o | -

1995. A pragmatic way to account for the age of the T o

snow pack is to relate to the dynamically computed %’ ]

albedoAS (see Sec4.1.3 asin Eqn4.24 @ S - __ Brutsaert 1975
= (-20...420°C)
L 7] —— Angstroem 1916

o
AS — ASmin <2 = Brunt 1932
g = 5min+(5max*5min)'m (424) [ [ [ [
e " 10 20 30 40
Incoming part Note: The following section is based Vapor pressure (hPa)

on the German wikipedia site for the term ’Atmo-
spharische Geg(_anstrahlung' a.ls this WQS the most tr"’l)—Jlsg_ur(:) 4.4: Comparison of different empirical formulas for
parent and concise source of information. clear sky emissivity.

The incoming long-wavek,,, ;, is harder to estimate.
Generally, it is distinguished between clear-sky emis-
sions Rinr,cs) and emissions by clouds(,r ). A . .
transparent formulation is given by Eg#4.25 where function of the vapor pressuedn hPa (se¢iock, 2005
Rinr,cs and Ry, o are estimated individually andp'373)'
FC represents the degree of cloud cover (range 0-1).
It is (legitimately) assumed that long-wave emissions
mainly stem from the lower atmoshpere (whose state is . — (.51 + 0.066 - /e (4.26)
approximately known from ground measurements).

Riny = (1= FC) - Rinp.cs + FC - Rinp. o (4.25) Incoming part (Cloud emissions) Finally, the long-
wave emissions of the cloud®&,, ., in Eqn.4.25 are
For the cloud coveF'C (=), measured values must p&lso computed using. Eqn.23 The clouds are tre_ated
used orF'C' needs to be estimated from a comparison 8F & black body, thusis setto 1. A reasonable estimate
actual solar radiation to the theoretical maximum val@¥ the clouds’ bottom-side temperature is the dew point
depending on the day of the year and the latitude. HolfMPeraturéic., (°C). Tae., represents the temperature

ever, the latter approach can only yield daily estimatisWhich a parcel of air with a specific content of va-
of FC as it does not work during nighttime. por must be cooled, for water vapor to condense. Thus,

Taew is the temperature at which air with a specific va-
por content becomes saturatéd,.,, can be computed

Incoming part (Clear sky emissions) The clear sky Dy rearranging the Magnus-Equation (E4r85) for the
radiation R;,,1, .. appearing in Eqn4.25is computed temperaturd” (Eqn.4.27). The reagrranged Eqd.35
from the Stefan-Bolzmann equation (qunZa substi- y|e|dS the temperature at WhiCh, fora given vapor pres-
tuting 7" by the air temperatur@ A and using a value sure, saturation would occur. Thus, the actual vapor
of the emissivitys representative for a clear skilock Pressuree (not £) must be inserted in the rearranged
(2009 lists various empirical formulas for estimatiorEdn.4.35 If, as usual, only relative humidity and tem-
of the clear-skye based on athmospheric temperatufgerature are given, the valueofmust be obtained from

and/or vapor pressure. Some formulas are comparedHin-4.34with E beign computed with Eqrt.35(now
Fig. 4.4 without rearrangement).

Here, we selected the simple formula developed byThus, the dewpoint temperatufg.,, follows from
Brunt (Egn.4.26) which estimates the clear-skyas a Eqn.4.27with e being computed fronR H (%) and7’' A



34 Chapter 4 Dynamics of the snow cover

(°C) after Eqn4.35 Results for a range of temperaturesquivalent to Equation 34 iarboton and Luc€1996
and relative humidities are presented in Fd. or Equation 10.43 iyck and Peschkgl995.

237.3 - 10910(6/6.11) over water Rsens =D. Pa * C’a” . 103 . (TA o Tss) (428)
7.5 —log10(e/6.11) (4.27) The value of the air specific heat capacity(s;,.=

265.5 - log1o(e/6.11) . 1.005 kJ/kg/K Tarboton and Lucel996). The density

over ice ; . :

9.5 — log10(e/6.11) of air p, (kg/m?) is estimated from Eqrt.29(see Equa-
tion 4.9 inDyck and Peschke 995 that represents the
ideal gas law PA: air pressure in hPa['A: air tem-
perature in°C, specific gas constant for dry air: 0.287
kJ/kg/K, base of the Celsius-scale: 273.15 K).

Tdew =

B PA-0.1
~0.287-(273.15+ T A)

The values ofC,;,. and p, relate to dry air. How-
ever, the error in pressure due to neglection of moisture
is rather low. Even at saturation, the vapor pressure is
in the order of 0.5-2.5 % of the air pressure only for
temperatures between 0-26 (see Fig4.6). The er-
ror in the estimate of the specific heat capacity is small
CON : as well. The value is about 1.005 kJ/kg/K for dry air

% o™ ~30. (Tarboton and Lucel996 and about 1.013 kJ/kg/K
| | | | | | for moist air Pyck and Peschke 995 page 188, Eqgn.

0 20 40 60 80 100 11.15)
The turbulent transfer coefficientD (m/s) in
Relative humidity (%) Eqn.4.28is a calibration parameter. Several approaches
to estimateD do exist (e. gDyck and Peschkel 995
Figure 4.5: Dewpoint temperature as a function of temperd-arboton and Lucel996 making assumptions on the
ture and relative humidity as computed with Eqr27, stability of the atmosphere and introducing other un-
known parameters. Here, askmauf (1980, a simple
approach is used that assumes a linear dependetize of
on the wind speed’ S in m/s according to Eqr.30
4.1.4.3 Soil heat flux The empirical coefficients, anda; are dimensionless
and must be determined by calibration.

(4.29)

—— Overwater -~ Overice Pa

10

T (°C)
0
|

-20 -10
|
09— 08 ==

The soil heat fluxR,,; (W/m?) is, in this model, the
long-term average flux at the interface between upper

and deep soil (recall Seé.1.2.3. R, is taken as zero D=ay+a-WS (4.30)
if not known (Tarboton and Lucel 996).

4.1.5 Mass flux rates
4.1.4.4 Sensible heat flux 4.1.5.1 Precipitation

The flux of sensible heaR,.,, (W/m?), is assumed to The mass flux due to precipitatial,,.. (m/s), is com-
be proportional to the gradient of temperature betweputed from the precipitation intensity in units of mfx/
atmosphereI( A) and snow surfacel(,, see Eqn4.9) by Eqn.4.31whereAt is the length of the time step in
as expressed by Ega.28 In this equationD is a tur- seconds (e. gAt=3600 for hourly precipitation data).
bulent transfer coefficient (m/s), ang, (kg/m?) and

Cuir (kJ/kg/K) represent the density and the specific PI

heat capacity of air, respectively. This expression is Mprec = 10° - AL (4.31)
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The corresponding energy fluxes are given by
Eqn.4.12& 4.13 respectively.

4.1.5.2 Sublimation

— Over water
The mass flux due to sublimation/,;; (m/s) is pro- --- Overice
portional to gradient of vapor pressure between the air
and the snow surface as expressed by B2 In this
expressionD is a turbulent transfer coefficient (m/s),
pa andp,, (kg/m?) represent the densities of air and wa-
ter. The symbolg andgs denote the specific humidities T

(-) above and at the snow surface, respectively. This [ N
expression is equivalent to Equation 35Tarboton and -20 0 10 30
Luce (1996 or Equation 10.44 irDyck and Peschke
(1999 (with changed sign) after multiplication with the
density of watep,, to obtain the mass flux in kg/fs.

E(T) in hPa
10 20 30 40

0
|

Tin°C

Figure 4.6: Saturation vapor pressure over water and ice as a
Mooy = D - Pa (¢s — q) (4.32) function of temperature (Magnus formula, Egin35.

w

Only positive values of\/,,;; are considered. The When computing the input values for EqA.32

density of (dry) airp, is estimated from Eqn4.29 . - oo
(Sec.4.1.4.4. The specific humidity (=) can be com-the saturation vapor pressure over i form of

: Eqgn. 4.35 must be used. When calculating the spe-
puted from vapor pressureand air pressuré (both cific humidity of the atmosphere), one uses measured
in hPa) according to Eqm.33 (see Equation 4.10 in y pherak

values of the air temperature, relative humidity, and air
Dyck and Peschkd 999. pressure in Eqr.33& 4.34 When computing the spe-
cific humidity at the snow surfacey), it is commonly
q= __062:-¢ (4.33) assumed that the air is saturated at the surface temper-
PA—-0378e ature {Tarboton and Lucel996. Thus, one has to use
Note that a commonly used approximation oRH = 100 andT = T, in Eqn.4.34(see Eqn4.9for
Eqn.4.33is ¢ ~ 0.622 - ¢/PA (Dyck and Peschke the surface temperatuig,).
1995. This approximation is used, for example, Tayr- For the turbulent transfer coefficied? (m/s), the
boton and Lucé1996 in the derivation of their Equa-same value is assumed as for the transfer coefficient of
tion 42. Note that they also substitute the presgare sensible heat (see Eh30in Sec.4.1.4.9.
by the product of temperature, air density, and the dry
air gas constant according to the ideal gas law. 4.1.5.3 Melt water outflow
The vapor pressure (hPa) is derived from the rela-
tive humidity RH (%) by Eqn.4.34taking into account 1he mass flux due to meltwater outflowd s;,,, (M/s)

the vapor pressure at saturatihwhich is a function €quals the snow pack's actual hydraulic conductiv-
of temperaturd’. ity (Male and Gray 1981, cited in Tarboton and

Luce (1996). The actual hydraulic conductivity de-
RH pends on both the saturated hydraulic conductivity
= —— . E(T) (4.34) ksat,snow (M/S) and the availablability of liquid water
100 expressed by the relative saturatiB8'S (—) according
E is commonly estimated with the Magnus equatiag Eqn.4.36(seelllangasekare et 311990).
(Egn.4.35 Fig.4.6) given byDyck and Peschkg 995.
The temperatur@' is the air temperature ifiC.

e

Mflow = ksat,sno’w : RSS?’ (436)

7.5-T
B(T) = 6.11-10%73+T  over water (4.35) The dimensionless relative saturatiBs's is defined
- 9.5-T . . . . . .
6.11-102655+T overice as the relative saturation in excess of water retained
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by capillary forcesl{langasekare et gl199Q Tarboton  Collecting together all terms, Eqm.37 becomes

and Luce 1996 and can be computed as: Eqn.4.38
liquid vol. — ill tenti l.
Rgg — 'quid vo capl ary re en-lon e (4.37)
pore vol.— capillary retention vol.
Tarboton and Lucg€1999 relate the capillary reten- _SLE )\ SCR
tion volume to the water equivalent of the solid matrix 1-SLF

given bySWE - (1— SLF). Thus, the whole Eqm.37 RSS = 1 o o

needs to be divided by this expression. For the single — —|— | —-SCR
in: 1-SLF Psnow Pi

terms we obtain:

) . (4.38)
Capillary retention volume

__capillary retention volume
~ SWE-(1-SLF)

Eqn.4.38is identical to Equation 48 ifiarboton and
Luce (1996 except for the term /(1 — SLF) in the
denominator. The reason is that, although not explic-
itly stated, Tarboton and Luc€1996 define ps,o. iN
Tarboton and Luc¢1996 suggest a value of 0.05 fortheir equation 48 to be thary snow densityps,.ow,drys

= SCR = const.

the newly introduced constaStC R. which, as opposed to the common snow dengify.,
relates only for the mass of solid water to the snow vol-
Liquid volume ume and thus neglects the mass of liquid water (see

Equation 7 inMorris and Kelly, 1990).

= liquid waer volume Recalling Eqn.4.11 from Sec.4.1.2.5 the equal-
SWE-(1—SLF) ity between(1 — SLF) - panow and pspow.dry CaN be
SWE -SLF demonstrated

" SWE - (1—SLF)

SLF _my
S — Psnow,dry =
1-SLF Us
m;-Mmg
Pore volume = —
Vs - Mg
B pore volume
- SWE-(1-SLF) = Psnow « 2
ms
snow volume- solid water volume
= Mg — My
SEC-(1—-SLF) = Ponow * ——
S

mass of sno mass of ic My
- . = Psnow * (1 - )
psnou} Pz mg

SEC-(1— SLF)

= Psnow * (1 - SLF)

SWE - py SEC - (1= SLF) - py
Psnow Pi where m;, m,,, andm, (kg) represent masses of
- SEC - (1 — SLF) ice (solid), water (liquid), and snow (mixture of solid
and liquid), respectively, ang, (m?) is the correspond-
1 Pw_ Puw ing snow volume. UsiN®spow,dry, EQN. 4.38 may

1= SLF pepow  pi be rewritten as Eqrd.39 which is identical to Equa-
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tion 48 in Tarboton and Luc¢1996. They suggest for Table 4.5: Calibrated parameters of the energy balance snow

Panow.dry @ value of 450 kg M model based on daily data from two sites in Germany (Fichtel-
’ berg and Kahler Asten).
SLF Parameter Value Corresp. egn.(s
Pw Pw a0 0.002 Egn4.30
(m) - <;> —SCR al 0.0008 EQqn4.30
' Emin 0.84 Eqn4.24
All in all, the rate of melt water outflowM 7., iS Emaz 0.99  Eqn4.24
controlled by the three free parameters listed in Tafsnow.dry 450 Eqn4.39
ble4.4 ksat,snow 4.0e-05 EQgn4.36
SCR 0.05 Egn4.39
Table 4.4: Parameters controlling the rate of meltwater out-ASmin 0.55 Eqgn4.17
flow. Approximate values in brackets affBarboton and Luce | AS.,qx 0.88 Eqgn4.17
(1996. kas(TA>0) 1.11e-06 Eqm.17
kas(TA<0) 4.62e-07 Eq.17
Symbol Units Description D, 0.1 Eqn4.3
ksat,snow m/s Saturated hydraulic conduc- Ds 1300 Eqn4.3
tivity. To be calibrated. C, 2.18 EqQn4.3
SCR — Capillary retention volume
as a fraction of the solid wat
ter equivalent. 4 0.05]. 4.2 Degree-day method
Psnow.dry  KGIM®  Snow dry density4 450].

This method is currentlywot implemented in an any
echse-based hydrological models.

4.1.6 Testapplication

The energy balance model has been tested on daily data
from two mountains in Germany. The two sites are
'Kahler Asten’ (Lat: 51.1814, Lon: 8.4897, Elevation:
839 m) and 'Fichtelberg’ (Lat: 50.4294, Lon: 12.9553,
Elevation: 1213 m). Note that coordinates are in deci-
mal degrees.

The required meteorological data were supplied by
the German Weather Service (DWD) free of charge via
the 'WEBVERDIS’ interface. The data are in daily
resolution and some post-processing was necessary to
identify gaps and to remove duplicate records. Based
on the data from the two mentioned sites, a common pa-
rameter set has been identified (TaBl8) by carrying
out a sequence of Monte-Carlo simulations with suc-
cessive narrowing of the sampling ranges.

A comparison of the observed and simulated snow
water equivalent for the two test sites is provided in
Figs.4.7 & Fig. 4.8 Note that only a selection of the
data was used for model calibration. In particular, the
focus was put on the melting phase since this is of spe-
cial interest for flood forecasting.



~B1aqaiyonels dma e useainba Jayem Mous parenwis pue paaiasqo /v ainbiH

1.0

0.8

0.6

0.4

0.2

0.0

1.0

0.8

0.6

0.4

0.2

0.0

2001/2002

2002/2003

2003/2004

2004/2005

2005/2006

2006/2007

®  Calib. data
Other data
— Simul.

1.0

0.8

0.6

0.4

0.2

0.0

1.0

0.8

0.6

0.4

0.2

0.0

.
*
LY
)
.

1.0

0.8

0.6

0.4

0.2

0.0

*

L

.

1.0

0.8

0.6

0.4

0.2

0.0

.
.o

»?®

1.0

0.8

0.6

0.4

0.2

0.0

2007/2008

2008/2009

Mai

2009/2010

2010/2011

2011/2012

1.0

1.0

0.8

0.6

0.4

0.2

0.0

1.0

0.8

0.6

0.4

0.2

0.0

1.0

0.8

0.6

0.4

0.2

0.0

Nov

8¢

¥ J121deyd

19A02 MOUS 31 JO SoIWeUAQ



" U9JSY JaU@BEIS d/Md e 1usjeanba Jajem mous pajejniuis pue paaIasqo :8°y ainbi-

0.4

0.3

0.2

0.1

0.0

0.4

0.3

0.2

0.1

0.0

2001/2002 2002/2003 2003/2004 2004/2005 2005/2006 2006/2007
e Calib. data
O_ther data
4 T simu < < < < | . <
o o o o o
e .
i o | o | o | o | . o |
o o o o o
.
.
- o N N N N N
<] =} =} > =} o
0: Y
." N
£ o
- < ] = ] < < <
(=] o IS IS lo IS (=]
. % .
4 o | o | o | o | o _J_IM
o o o o o
T T T T T T T T T T T T
Nov Mai Nov Mai Nov Mai Nov Mai Nov Mai Nov Mai
2007/2008 2008/2009 2009/2010 2010/2011 2011/2012
4 < | < | < | < |
o o o o
.
) X ) ] H ™ ™
b 3 2% S S 3
%%
:.
- N ] N N N
[S] . =} =} =}
.
.
.
- < = < . <
o o o o
.
| A ﬂ I3
i o | o | o | 4 o |
(=} o (=} o
T T T T T T T T T T
Nov Mai Nov Mai Nov Mai Nov Mai Nov Mai

A4

poylaw Aep-aaibaq

6€



40

Chapter 4

Dynamics of the snow cover




Chapter 5

Runoff generation

5.1 Introduction 6 &) Soil water content as Hm?

WS (m/s) Rate of water supply (see
To avoid confusion, it is important to distinguish be- Eqn.5.2)
tween the termsunoff generatiorand runoff concen-  7surs  (M/S)  Rate of surface runoff
tration. As runoff generationwe understand the trans-  7prey  (M/S)  Rate of quick sub-surface runoff
formation of water input (rain, snow melt) into runoff (preferential flow)
at the local scalgi. e. at every single point of a catch- 7ine ~ (M/S) Rate of slow sub-surface runoff
ment. In contrast to that, the temmnoff concentration (interflow)
describes the transport of the locally generated runoffto Tease  (M/s) Rate of deep percolation (rate of
the catchment’s outlet (or the nearest river). ground water recharge)

In some cases, the strict separation of the two terms is "evap  (M/S)  Rate of evapo(transpi)ration

really pragmatic. However, it provides a clear and quite (m)  Depth (thickness) of soil column.

useful concept for hydrological catchment modeling. The relevant thickness of the soil colurfinis equiv-

alent to the rooted depth. Soil water at greater depths
. is assumed (1) to be unavailable for evapotranspiration
5.2 Simple four components modeland (2) not to contribute to lateral runoff processes.
Snow coverage of the soil column is assumed to be
5.2.1 Processes and equations either 0 or 100%, i. e. partial coveringristsimulated.
As long as no snow is present, the rate of water supply
The four components runoff generation model dgs the soil column is the same as the intensity of precip-
scribed here is based on the concepts used in the LARtion, P1. Once a snow cover exists, all precipitation
SIM* modelLudwig and Bremicke(2008. Originally, s trapped in the snow and the rate of water supply is
most equations were first presentedliogini (1999.  controlled by the melt rate;,.;; (Eqn.5.2). Both PI
The runoff generation model is built upon the wate{ndr,,.;;, are in units of m/s.
balance of a soil column (Figh.1) which can be ex-
pressed by Eqgrh.1

melt 1T SNOW cover is present
WS = {7’ & P (5.2)

PI else

do . WS — Tsurf — Tpref — Tint — Tbase — Tevap
at D In the presented four components model, the genera-
tion of direct runoff is bound to the existence of (local)
(5.1) soil saturation. Thus, the model accounts for surface
runoff due to infiltration excess buiot for Hortonian

with surface runoff.

IModel variant '4Q-KOMP mit A2’ 2Runoff being quickly generated in response to water input.

41
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Fi'gure 5.1: Water fluxes with respect to a soil column Witf):igure 5.2: Influence of the empirical parametéron the
(right) and without snow cover (lef). relation between the catchment-integrated relative @l
the soil reservoir (x-axis) and the fraction of saturateghar

Following to the Xinanjiang approackZiao et al, fsat (y-axis). Only values of < 1 are physically reasonable.

1980, the fraction of saturated areds,; in a catch-
ment can be estimated from the area-integrated relative

saturation of the soib which is the ratio of the current with

and maximum soil water contetitand,,,,.., respec-

tively (Eqns.5.3and5.4). The rationale of the Xinan-

jlang model is a positive correlation between the catch- W () 7

ment’s average wetness, represented by the relative fill- 5 — (1 - _) - - (5.5)
ing of the soil reservoir and the proportion of saturated Wi, (1+5) - W,

areas. In other words, the occurrence of local satura-
tion is assumed to increases as the catchment’s aver.
wetness becomes higher.

dI being the total water input in a time step £

- At), W being the amount of water in the modeled
soil column (v = 6 - D) andW,,, being the maximum
capacity of the soil columni¥,,, = 0,4, - D), all in

S = 0 (5.3) units of meters. The derivation of this expression can
Omaz be found inTodini (1996 but is has to be noted that
5 in this publication some signs are incorrect. The cor-
fsat =1 = (1=5) (54) rected version is presented Bremicker et al(2006),

The shape of the relation betwegrand f.; is con- for exampl_e. _The relati(_)n b_etweéna a_nd] according
trolled by a dimensionless empirical parameteiThe {0 EQn.5.5is illustrated in Fig5.3for fix values of W
effect of different values of is illustrated in Fig5.2 A andWWy,. A retention effect is visible for small to mod-
linear relation is assumed in the case= 1. Note that €rate water inputs. For water inputs considerably higher
only values of3 < 1 are physically reasonable. Max than the initial storage capz_:lcity of the soil, the relation

The amount of direct runoff; (in meters) is com- betweem; and/ becomes linear.

puted as a function of the fraction of saturated ajggs ~ The model described here distinguished two compo-
according to Eqn5.5 nents of direct runoff which differ with respect to reten-

tion characteristics. They may be considered as surface
b1 runoff and quick subsurface runoff through preferential
hy = I =W = W)+ Wy, -z if(x>0) fow paths. The proportion of the two components is
I—(Wp—W)) if(z < 0) controlled by a threshold valuér,, ¢ in units of m/s.
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Figure 5.3: Direct runoff computed with Eqra. 5for example Figure 5.4: Effect of the exponenE in a formulaf = s for
values of soil storage and water input. sinrange [0,1].

The rates of surface runoff and quick subsurface runoff
are computed according to Edh6and Eqn5.7 runoff becoming an important component. At very low
values ofE;,,;, interflow runoff is produced almost at
the maximum raté,,,;, as soon as the soil saturation
Tsurf =MaT (07 % - ﬁhrsm-f) (5.6) exceeds the threshok,.;. As in LARSIM, the param-
¢ eter F;,,; is treated as a constants with a value of 1.5

n (Bremicker et al.2006).
d

Tpref :E — Tsurf (57)

Thus, if the rate of direct runoff productidry /At is
below the thresholdhr,, ¢, only subsurface runoff is bins - (s—sm)Ei”* it §> S,
generated. Otherwise, surface runoff is generated from Tint = 1= Sins _ "
the excessive water. Note that the settit¥gs,..,; = 0 0 if S < Sint
or threury — oo effectively result in a model with only
3 runoff components.

The generation of the slow runoff components is The rate of groundwater recharge (or base flow
closely linked to the relative saturation of the s6il runoff), ry.se, is computed by Eqrb.9 which is con-
(Eqn.5.3). The rate of interflow runoff is computed byceptually identical to Eqrb.8. Here,byqs. iS the max-
Egn.5.8 using three empirical parameters. Heg, imum rate of groundwater recharge which corresponds
represents a maximum rate of interflow runoff generts a saturated soil. If the relative saturation of the soil
tion corresponding to total saturation of the soil. Thialls belowS;,s., the rate of groundwater recharge be-
actual ratey;,,;, decreases at lower values of the sodlomes zero. The shape of the dependence between
saturation. If the saturation falls below a threshold leve),,. and S is controlled by the empirical exponent
Sint, NO interflow runoff is generated at all. The shapk,,s.. Again, the effect of this exponent can be seen
of the soil moisture dependence is controlled by thieom Fig. 5.4 (arguments represents the fractional ex-
empirical exponeng;,,; whose effect is illustrated in pression of Eqn5.9). As in LARSIM, the parameters
Fig. 5.4 (arguments represents the fractional expresSy.s. andFy,s. are treated as a constants with values of
sion of Eqn5.8). The higher the value of the empiricaD.05 and 1, respectivel3¢emicker et al.2006. Thus,
exponent, the wetter the soil needs to be for interflamnly b,,s.remains as a calibration parameter.

(5.8)
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/\/ Total discharge

> -~ Base flow component
b (S—Sb )Ebase s> g E Upper turning
. ase i > S int
Thase = base T—Shase . base o points
0 if S < Sbase
40 N
ORIy NN - Ny
20 - ) N

Of course, the theory described so far is only appli;,
cable to areas where soil water storage occurs. For ar-
eas covered by water or impervious surfaces, the rate of Time
surface runoft-,, ; equals the rate of rainfall or snowF
melt, respectively.

Lower turning points

[
|

igure 5.5: Discharge hydrograph with manually separated
base flow component.

5.2.2 Combination with other models

. , ... (Eqn.5.9. At a first glance, it seems aslif,s. could
Dependm_g onthe model's purpose and local condltlorise estimated from the soil’s saturated hydraulic conduc-
the descrl_bed runoff generation model has to be alfﬁ’/'ity k¢. However, at high values of the soil moisture,
mented with the other runoff components are also active and, typi-
e a model to compute snow storage and melt, cally, these other components are much more effective

in draining the soil. Consequenty, we can expggt.
e a model to estimate evapotranspiration, < ky.

e an approach for precipitation correction (if not A more prqmising gpproach to estimdi@se_relies
done externally). on the analysis of a discharge hydrograph (5i§). In

this figure, an approxiate hydrograph of the base flow
) i component was added. It can be drawn by hand as
5.2.3 Mathematical solution a smooth line connecting the annual minimum values

Eqn.5.1is an ordinary differential equation. DependloW flows) also touching the minima during the rainy
ing on the use of the model, a more of less sophist€ason. Obviously, the hydrograph of the base flow
cated numerical solution has to be adopted. If comptRMPonenthas, like any periodic function, two types of
tation times are critical (. g. in operational models), HMing points. For convenience, we focus on the lower
simple1®t order numerical solution may be preferabléw”'ng_ points here. They are easier to identify from the
Then, however, it needs special efforts to prevent unstigfa without the need for any drawing, actually.

ble or unphysical solutions. In particular, in the absenceln the following we assume that the base flow com-
of appropriate correction terms,1&" oder solution of Ponentis equivalent to the outflow from a conceptual

Eqn.5.1may yield a computed soil moistufevhich is 9round water reservoir. For simplicity, we may con-
negative. sider a linear reservoir described by Eqfisl & 6.2

(see pagel7). From the differential equation, we find
that, at the mentioned turning points, the derivative of
the storage volume with respect to time becomes zero,

Table5.1relates the identifier names used in the mod@gnce the rates of inflow and outflow are equal. Con-
implementation (names of state variables and paraggquently, thédase flow rateat the turning points in a
eters) to the symbols used in the process equatid@t like Fig.5.5directly yields an estimate of thate
(Sec5.2.1). Additional information that may be helpfulof ground water recharge,s., at the respective point
when calibrating a model without any prior knowledg@ time.

of parameter values is given in Sé&c2.5 The relation between the actual rate of ground wa-
ter reacharge,s. and the model parametég,;. is
given by Egn.5.9. This can be rearranged anmgl,..
can be substituted by - Q... WhereA is the size of
The parameteb,,,. specifies the rate of deep percathe catchment in units of frandQy... is the base flow
lation under the conditions of a fully saturated sodomponentin ms~! (Egn.5.10. Using the fixed val-

5.2.4 Implementation

5.2.5 Hints for application
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Table 5.1: Symbols used in the process equations (Set]), corresponding identifiers, and hints for calibration.

ues ofSy.sc andEy,s. mentioned in Se®.2.1, we end
up with Eqn.5.11

_ Qbase S — Sbase ~Frase
bbase — A 1— Sbase (510)
Qbase 0.95
- bA "\ S=0.05 ®-11)

In order to calculaté,, ;. from Eqn.5.11we have to
supply an estimate of the soil saturati§at the respec-
tive pointin time (i. e. the analyzed turning point). For
the lower turning points, a reasonable guess can be ob-
tained from the soil water content at the wilting point.
For a silty soil, for example, the saturatighwould
be ~ 0.2 for a soil moisture at the wilting point of 0.1
and a maximum water content of 0.48 (see T&bleon
pages9).

The value ofb,,s. Obtained from the hydrograph
analysis is a crude estimate. However, it might help in
the definition of a proper search range #gt,. in the
context of automatic model calibration.

Symbol Identifier Units Typical values  Details

0 we - - Computed state variable

D soi | dept h m Rooted depth -

Orman WC_max - 0.4-0.5 Tabl®.10on pages9

I6; exp_satfrac - 0.01-1 See Figh.2

threury thr_surf m/s - Values of 0 or neaw resultin a 3 com-
ponents model (see Eqris6& 5.7).

Sint relsat _inter - 0.5-0.8 Number between 0 and 1.

Tint rate_inter m/s example: 1.e-07  Depends on hydraulic conductivity

Tbase rate_base m/s example: 1.e-08  Depends on hydraulic conductivity
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Chapter 6

Runoff concentration

Runoff generation Following the approach used in LARSIM.{dwig

— and Bremicker2006), all reservoirs depicted in Fi§.1
T~ Surface runoff are of the linear type. Thus, in addition to the mass bal-
Sﬂlffa%g%hoff ance (Eqn6.1), the linear relation of Eqr6.2 applies
Y

to each reservoir.

Interflow
Groundwater runoff : dv
recharge . — = 4qin — Gout (6-1)
| dt
L ' v Storagevolume &
— tt ................. ain Inflow rate BT
unott concentration rotar runoft ¥ Gour Outflow rate B/T
at sub-basin outlet
1
Figure 6.1: Parallel storage model for the case of four runoff — qout = P v (6.2)

components.
k Retentionconstant T

Egns.6.1 and 6.2 can be combined and integrated
over time using the substitution method. Assuming that

. ) the inflow ratey;,, is constant over a discrete time step,
The termrunoff concentratiomlescribes the transport Ofthe integration yields Eqré.3 as the solution for the
the locally generated runoff (see Ch&pto the catch- storage volume

ment’s outlet or the nearest river. In general, the de-
scription of water transport covers the phenomena of A
translation and retention. v(to+At) = (v(to) —gin-k)-e "2 + g5,k (6.3)

v(to) Initial storage at g
At Length oftimestep T

6.1 Introduction

6.2 Parallel storage model The only parameters in this runoff concentation

) model are the values of the retention constan{ene
6.2.1 Processes and equations for each reservoir shown in Fi§.1. Regarding these

o constants, we can formulate two expectations:
In the parallel storage model, it is assumed that runof? P

concentration can be computed separately for the indil. Larger values ok result in a higher retention ef-
vidual runoff components. For each component, trans- fect and thus in a more delayed input-output reac-
lation and retention is simulated by means of a simple tion (Fig.6.2). Consequently, we expect the high-
reservoir model. The cumulated runoff from the parallel  estk value for the groundwater reservoir while the
reservoirs finally represents the sub-basins total runoff smallestk value corresponds to the reservoir de-
(Fig.6.1). scribing the concentration of surface runoff.

47
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and slope of the major reach(es) in a sub-basin. Alter-

7 ﬂ — Inflow natively, aCTI can be derived by analysis of a digi-
; ---- Outflow (k=2) tal elevation model. This approach is described in the
< g Outflow (k=5) documentation of thé opocat ch preprocessor (see
; ~~~~~ - Outflow (k=10) Kneis, 20123.
ciE, o - ; 1". See Sec6.2.4for the relation between the values
g 2k and the half-life timer.
> o~ The inflow rateg;,, (m3/s) appearing in Eqn§.1to
i 6.3is generally obtained by multiplying the runoff rate
(m/s) by the contributing area @n For the reservoir
= 7] describing the concentration of surface runaff, is
e usually composed of the runoff generated on saturated
o - e e soils, water surfaces, and also impervious surfaces.

T 6.2.2 Mathematical solution
ime (h)

Figure 6.2: Outflow hydrographs from a single linear resetl-n each time step, the storage of the four reservoirs is

voir for an identical input signal but different storage eortPdated based on Eq@.3 using the individual inflow
stantsk (hours). rates and retention constants (Eq6<i to 6.7). The

total outflow from a sub-basin is then obtained as the
sum of the outflow rates from the four linear reservoirs.
2. Furthermore, it seems legitimate to assume a relaNote that, if Eqn.6.2 is applied to the already up-
tion between the: values and the characteristicglated storage volumes, the computed outflow rates are
of a sub-basin. In particular, we expect smaller rénstantaneous valueshich correspond to thendof a
tention constants in regions with steep hill slopegme step. To ensure conservation of mass, these rates
dense drainage networks, and for sub-basin §ould not be directly used as inputs for a downstream
compact shape. model (usually a flow routing model). Instedime-
) o _step averagedutflow rates must be passed to the down-
To take these two aspectinto account, itis conveniefifeam model. For each reservoir, the time-step aver-
to define the retention constants as in EGn8106.7. 464 outflow rates are obtained from the discrete ver-
sion of the mass balance equation (recall Egi) as

Surface runoff: k= Seury - CTI (6.4) shownin Eqn6.8

Preferential flow: k= S,..;-CTI  (6.5) L W(to + At) — vlto)
Gout = qin — At (68)
Interflow: k = Sinter - CT1 (6.6)

. Qout Time-step averaged outflow rate 3/

Base flow: = Shase - CTT 7) dow
ase flow k= Stase - C (6.7) Gin Inflow rate (constant oveht) L3/T

Here,Suurf, Sprefs Sinters @NdShqs. are dimension-  ¢(to) Initial storage volume £

less calibration parameters, fulfillingy,,; < S, <  ¢(fo +At)  Storage at end of time step L

Sinter < Spase (recall1%t point of above enumeration).

Furthermore,CT'I is an indicator of the sub-basin’s

runoff concentration characteristics having the dimeg-2 3 Implementation

sion of a time 2" point of above enumeration). For

estimating theC'T'I different approaches do exist. InTable6.1relates the identifier names used in the model

LARSIM (Ludwig and Bremicker2006), for example, implementation (names of state variables and param-
an empirical formula derived biirpich (1940 is used. eters) to the symbols used in the process equations
This one computes théT'I from the average length(Sec.6.2.7).
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Table 6.1: Symbols used in the process equations (66t1) and corresponding identifiers.

Symbol Identifier Units Details
v (surface runoff) vol _surf m3 Storage volume of surface runoff reservoir
v (preferential flow)  vol _pref m?3 Storage volume of preferential flow reservoir
v (interflow) vol _inter m3 Storage volume of interflow reservoir
v (baseflow) vol base m3 Storage volume of baseflow reservoir
Seurf str_surf sec Retention constant of surface runoff reservojr
Spref str_pref sec Retention constant of preferential flow reseryoir
Sinter str_inter sec Retention constant of interflow reservoir
Shase str_base sec Retention constant of baseflow reservoir
6.2.4 Hints for application geomorphology, and land-use are really comparable.

Furthermore, the two models must also be comparable
As with all state variables, initial values must be asvith respect to the spatial and temporal discretization.
signed to the storage volumes listed in Tablé These  If another model for a nearby basin is not available
values are generally unknown and cannot be derivedthe mentioned conditions are not met, one can try to
from observation data. Therefore, a widely used ajpfer estimates of the retention constants from observed
proach is to simply guess the initial values and to allodischarge hydrographs. For that purpose, one has to
for a rather long 'warm-up’ period of the model (sevanalyze the shape of stream flow recessions using the
eral years). If boundary condition data are available fireory of the single linear reservoir.
a limited period of time only, one should run a sequenceSubstituting the volume in Eqn.6.3using Eqn6.2
of warm-up simulations. Guessed initial values are usgi¢lds an equation to predict the future outflow of
only in the first run. In all later runs, the model is inia linear reservoir using a known initial outflow rate
tialized with the final state of the previous run. Théqn.6.9).
success of the latter strategy can be checked, for exam-

le, by plotting some simulated hydrographs. If the dif-

?eren():/ez betv%/]een the hydrograpﬁs ng] cc?nsecutive ruffgut (fo+ A1) = (dout (to) = qin) -~ 2" +-qs, (6.9)

becomes negligible, the desired equilibrium of the stor- pring recession some time after a flow peak, we

age volumes has been reached. However, even then ¢ assume that the outflow from the reservoir is much

initial part of a simulated time series should not be COMigher than the inflow. Assuming zero inflow, Eqn9
pared to observations because the initial state is St”&i?nplifies to Eqn6.10

(refined) guess.

The retention constants listed in Talfiel need to (—At/k)
be identified by calibration. The values depend on the out (to + At) = gout(to) - € (6.10)
characteristics of the modeled basin, the model's resoy,hich can then be solved for the storage constant

lution, as well as on the definition of the used concefkgn.6.11). Note that all values appearing at the right
traction time index('T'/ (see Eqns6.410 6.7). When pang side of this equation are easily obtained from a
calibrating the retention constants, one should keepHPdrograph plot (Fig6.3).

mind that a particular parameter set is reasonable only

if Sourf < Spreg < Sinter < Shase (S€€ S€06.2.1for At
details).

k=

The time for model calibration can be reduced (and In(qout (to)/ qout(to + At))
the overall chance of success can be increased), if prioWWhen using Eqn6.11to estimate the model param-
knowledge on the magnitude of the retention constamt®rsSs., r, Spref, Sinter, @NASpase, ONE Must to take
is available. If a calibrated model for another nearliygn.6.4-6.7 into account. Thus, the values bfcom-
basin is available, one could try to adopt the values usaated from Eqn6.11have to be divided by the concen-
in this model as initial guesses. However, this will onltration time indexCT'I in order to obtain the desired
work if the basins’ characteristics in terms of climatejalues ofSsur s, Spref, Sinter, ANUSpse.

(6.11)
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Figure 6.3: Analysis of the recession following a flow peak.

In practice, the estimation of the storage constants
is complicated by the fact that multiple runoff compo-
nents contribute to stream flow at the same time. Thus,
to estimate the value of a particular constant, one has
to consider a recession which is likely to deminated
by the corresponding process. For examplg..; and
possiblySe,r¢ (and possiblyS;,...) are likely to con-
trol the steep part of the recession after major events. To
identify Sy, s, hOwever, one needs analyze long-lasting
recessions, preferably at the end of a rainy season.

In general, the obtained values 6., ¢, Spref,
Sinter, aNdSpqse Should be considered as rough esti-
mates only. It is recommended to refine the estimates
during calibration.



Chapter 7

Channel flow

7.1 Introduction

vV qin
This chapter desribes approaches to the simulation of
open channel flow. In a dynamic model, we generally
deal with unsteady flow conditions. One can distinguish
between two basic concepts:
q

Hydrodynamic approactsuch models are based on a out

solution of the St. Venant equations, expressing )

the conservation of momentum and mass. The Jdgoure 7:1: Sketch of a reach with storage volumgand the
lution of these (possibly simplified) partial differ-ates of in- and outflowtg, gout).

ential equations requires rather expensive numeri-

cal methods. 7.2 Single reservoir approach

Hydrological approachesSuch models still consider )
the principle of mass conservation (continuity-z-l Processes and equations

equation). However, in contrast to hydrodynamig, this approach, a reach (Fig.1) is treated as a single
models, they do not account for the conservatiQBseryoir. Considering the principle of mass conserva-
of momentum or energy but rely on empirical regon, the storage volume (m?) is related to the rates of
lations between channel storage and flow. inflow ¢;,, and outflowg,; (both in n/s) by the conti-

In hydrological catchment models, hydrological aﬂ]uity equation Eqniz.1

proaches are widely because they are easier to imple-
ment and allow for fast computations based on anaytical dv
solutions. Prominent examples include: ap ~ din T dout (7.1)

¢ the single reservoir approach, To simulated the dynamics af for a given inflow
rate, the continuity equation must be complemented by
a second equation relating,; tov. In the case of alin-
e the method of Kalinin-Miljukov (Nash’s cascade)@ar reservoir, for example, this missing relation is given

by Egn.7.2wherek is a retention constant with the di-

The approach(es) described below apply to a singifension of a time. The advantage of this linear relation

reach. Here, a reach is defined as a river section ofsahat it allows for an analytical solution of Eqh.L
constant geometry (i. e. cross-section and slope). In hy-

drological catchment modeling for larger areas, cross- 1

section and slope data are usually scarce and a constant g, = — - v (7.2)
geometry is therefore assumed between the neighbored k

junctions along ariver. Then, areach is practically iden- Assuming that the inflow rate;, is constant over
tical to the river section between two junctions. a discrete time step of length¢, combining Eqn.7.1

e the Muskingum method,

51



52 Chapter 7 Channel flow

and7.2 and subsequent integration using the substitu- A .- Linear reservoir
tion method yields EqriZ.3, . ~ River reach
[}
At/k g
v(to+At) = (v(to) —qin k) - e AP g5,k (7.3) 2 o
v(to) Initial storage at i 49
At Lengthoftimestep T - >
ow q

A slightly advanced version of the linear reservoir .
model is obtained if the inflow ratg;,, is allowed to Figure 7.2: Re!auon betwegn storag_e volumeand outflow
vary linearly with time. Then, the modified continuity@€dou: for a linear reservoir and a river reach.
equation is given by Eqrv.4

a locally-linear reservoir. In this concept, the analyti-
dv cal solution of the linear reservoir equation is still used
G0 + (@in,1 — Gin0) T — Gout (7.4)  put the retention constahtis allowed to depend on the
storage volume (or the outflow ratey,.:).

wheregi, o andgi,,) represent an initial and final in- - According to Eqn7.2, the retention constant of a lin-
flow rate, respectively. After combining EqA.4with o5/ reservoir is given by Eqi.6

Eqgn.7.2, the integration yields EqfT.5

v

b —
(75) Gout

(1) (7.6)

a- (T —

olto + At) =(ty) - + =
Similarly, for the locally-linear reservoir, the reten-

Gino - (x—1) —a- At tion constant is given by Eqi.7

+

b
with the abbreviations _ Av (7.7)
AQOut
@ =(Gin.1 = Gin.0)/ At Thus, the retention constahstill equals the slope of
b=—1/k the relation between andq,.; (Fig. 7.2).
For channels of known geometry, the relation be-
o —o(—AL/k) tween g, to v (Fig. 7.2) can be derived from a rat-
ing curve, i. e. corresponding observations of flow
and rates and water levels (the latter being convertable to
storage volumes). Since the vast majority of simu-
lated reaches in a hydrological model is ungaged, rat-
Qin,0 = qin(to) ing curves are not practically available and need to be
estimated. This is usually done by applying Manning’s
Qin,1 = Qin(to + At) equation (Eqn7.8).
This equation is also used in the LARSIM model 1
(same as Equation 3.54 ibudwig and Bremicker a(h) = —- VS5 R(h)?3 - A(h) (7.8)
2009.
Unfortunately, for natural channels, the relation bev Flow rate m/s
tweeng,.+ andv is typically non-linear and EqY..2is S,  Slope of the energy grade line -
therefor not applicable. However, the analytical solu-R  Hydraulic radius m
tion of the linear reservoir equation (Eq@s3or 7.5 is A4  Wet cross-section area ’m
very attractive to use because of its low computational,  Water level m

cost. A common solution to this problem is the idea ofy, Manning’sn (parameter) Non-physical
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Considering that the storage volumén a uniform 1. the rate at the end of the time step,(to + At).
reach equals! - L (L: length of the channel), Eqi7.8
can be used to tabulate corresponding pairs aihd

Gour AN thus alsd:(gou) OF k(v), respe.ctively (recall  Then, the inflow rate at the begin of the time step,
Eqn.7.7). The required information are: qin(to) is estimated from these two values using
e The functionsA(h) andR(h). They can easily be

computed from the x-section’s geometry (table of
offsets and corresponding elevations).

2. the average inflow rate for the time st&p,.

gin(to) = max(0.,2 - Gim — qin(to + At))

and subsequently applying the correction

e The roughness parameter Tables and empirical L
formulas exist to estimate this value from channel  din(fo + At) = 2 Gin — gin to)
properties. It can also be fitted by steady flow mo

eling q"he latter correction is necessary to account for the

mass balance in those cases where2te argument

e The slope of the energy grade lie. In practice, of mazx() is negative and;, (to) is therefor set to zero.
only the slope of the channel botta$p is constant These are cases where the value of the average inflow
and known. It can be measured in the field or h&gte is incompatible with the assumption of a linear vari-
to be gathered from a digital elevation model (witAtion overAt.
subsequent quality checks).

Outflow rates

7.2.2 Mathematical solution Using the concept of the linear reservoir, the outflow
rate at the end of the time step is computed from

Eqgn.7.10
In each time step, the storage is updated using

Eqgn.7.5 The applied retention constant is an average

Governing equation

value ) taking into account the initial storage volume, Gout (to + At) = i v(ty + At) (7.10)
the initial inflow rate, and the inflow rate at the end of k
the time step (EqriZ.9) The time-step averaged outflow rate is calculated us-
ing Eqn.7.11, which is a discrete version of the mass
o Flain(t0)) + K(ain(to + AD) + k(u(t)) o balance equation.
= 3 .
with all & values taken from the\v/Aq relation v(to) —v(to +At)  __
out = in 7.11

(Eqn.7.7). Gout AL +q (7.11)

To apply Egns7.5and 7.9, the inflow rates corre-
sponding to the begin and the end of a time sigpto) 7.2.3 Hints for application

andg;, (to + At), must be known. ) )
Ginlto + A1) In hydrological catchment modeling, data on the ge-

ometry of river cross-sections are usually scarce. The
t opocat ch software Kneis 20123 contains meth-

Problems with conservation of mass may arise from Ugds to estimate the x-section characteristics for all
ing gin (to) andg, (to + At) together with the assump-reaches in a river basin using survey data from a lim-
tion of a linear variation oveA¢ when simulating mul- ited number of sites only. Basically, these methods per-
tiple reaches in series. This is due to the fact that tfefm a spatial regionalization of the functiodsh) and
outflow from a reach — and thus the inflow of the dowr2(%). It then applies EqriZ.8to generate a table of cor-
stream reach — varies exponentially rather than lineaf§sponding storage volumes and outflow rates, allowing
(see Eqn7.3& 7.5). To allow for a proper mass balancéor look-up of the retention constant (Edh7).

(priority) while also taking into account the variation in

the inflow rate (secondary objective), the model uses as

input

Inflow rates
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Chapter 8

Evaporation from Water Surfaces

8.1 Introduction Table 8.1: Makkink evaporation (mm/day) for different val-
ues of temperaturé C) and daily-average short-wave radia-
This chapter introduces evaporation models. The df¢n (W/nT). The empirical parameters were sette- 0.61
proach(es) can be used to estimate the water losses?4€t = —0-012/100/86400.
sociated with evaporation from lake, reservoir, and river 5
Temperature (°C)

surfaces. Radiation (W/m?) 5 10 15 20 25 30
50 0.40 0.47 0.53 059 0.66 0.72

. 100 0.93 1.05 1.18 1.31 1.43 156

8.2 Makkink model 150 1.45 1.64 1.83 2.02 221 2.41
200 1.98 223 248 2.73 299 3.25

The Makkink model is a simple empirical equation to

estimate evaporation using a minimum set of input data, o
namely short wave radiation and air temperature. §tWeen 4 and 30C and about 7 % at @C when com-

has been derived for the Netherlands. Using conveni@fed (o the equations for separate estimation arid
units, the basic equation is (Ecf1) ~ given inHiemstra and Sluitef2011).

s Rins 2 ~0.439+0.01124 - TA (8.2)
€ T 1000 B pw | 6.1 daat
with The latent heat of water evaporatifi,,; (kJ/kg) can
e Makkink reference evaporation (m/s) be estimated from the water temperatiir¢°C) using
s Slope of the curve of saturation water vapogn.8.3(Hiemstra and Sluitge2011). Since water tem-
pressure (kPa/ K) perature data are usually unavailable, the air tempera-
y Psychrometric constant (kPa / K) tureT' A must be used as a substitute Tar

Rins Incoming short-wave radiation (WHAh

E.,.: Latent heat of water evaporation (kJ/kg).
Pw Density of water £& 1000 kg/n?). Eyat = 2501 = 2.375-T (8.3)
c Empirical factor (-).

b Empirical correction term (m/s). For the two empirical parameterdVinter et al.

. _ . (1995 report values ofc = 0.61 and b =
One should realize that only the incoming short-wavey 012/100,/86400 (unit of b converted from cm/d to
radiation is used in Eqr8.1, thus other terms of them/s). Hiemstra and Sluite(2011) suggest: = 0.65
energy balance, such as reflection (albedo), long wayeds = 0 but their report does not explicitly focus on
emissions, and heat storage are all neglected. evaporation from water surfaces.
For the dimensionless tersy (s + v) Yao (2009  Table8.1 provides some results of the application of

present a convenient approximation based on the @in.8.1for selected temperatures and short-wave radi-
temperaturel’A in units of °C (Eqn.8.2). The error ation inputs.

from using this approximation s j 4 % for temperatures
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Chapter 9

Evapotranspiration

9.1 Introduction etpot

This chapter describes approaches to model evapotran-t,,, ., tmin
spiration. The focus is on very simple approaches rely-
ing on a two-step calculation procedure: Rins

1. Computation of potentialevapotranspirationrate 4 ogg4
etpot- This represents the maximum possible rate
in the absence of water stress. Itis basically lim-  ~ g
ited by energy supply.

Hargreaves potential evapo-
transpiration rate (mm/day)
Daily minimum and maxi-
mum of air temperature C)
Daily average of incoming
short-wave radiation (W/#)
Factor to converR;,s from
W/m? into MJ/m?/day
Empirical coefficient, CH=

0.0023
2. Estimation of theactual evapotranspiration rate T Empirical coefficient, CT=
etreq from the potential rate taking into account 17.8
the properties of vegetation and the limitation by a
soil moisture deficit. 9.4 Makkink model

. .. The Makkink model is another simple approach to esti-
9.2 Potential evapotran3p|rat|on mate potential evaporation using only temperature and
downward short-wave radiation as predictors. The ap-

0.3 Harg reaves model proach is discussed in detail Og Bruin(1987); Feddes
(1987); Hiemstra and Sluitef2011).

This is a very simply model yielding estimatesedf, Using convenient units, the basic equation without

with daily resolution. It requires as input an additive empirical constant (sde Bruin 1987 is
. o Eqgn.9.2
e Incoming short-wave radiation
e Daily minimum and maximum temperature etpor = C- . Rins (9.2)
.. . . . . s+ v 1000 - E’wat * Pw
If the radiation is given as a daily average value (in- ith
stead of a sum), the Hargreaves model takes the form o¥v , .
Eqn.9.1 etpot Makkink reference crop-evaporation (m/s)
s Slope of the curve of saturation water vapor

pressure (kPa/K)

tmaz + tmin 5 Psychrometric constant (kPa / K)
Ctpor =CH - ( 2 + CT) ' (9.1) R;,s Incoming short-wave radiation (WA
E,.: Latent heat of water evaporation (kJ/kg)
Vitmaz — tmin - 0.0864 - Rins pw  Density of water £ 1000 kg/n{)
1000  Factor to convert kJ into J
with c Dimensionless empirical constant0.65
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The latent heat of water evaporatid,.; (kJ/kg) L8 s
is simply a function of temperature (see E@3 on _ ii .
page55). For the dimensionless tgrnj(s + ) Yao % 1o A e
(2009 present a convenient approximation based on s 1 R .
air temperature (see E¢i2on pageb5). A more accu- Sos a ‘
rate estimate is obtained, however, using the empiri E 0.6 A A
expressions fog and~ (both in hPa/K) from Eqn9.3 X 04 A Cereals
and Eqn9.4 = 02 * Stone fruit
0
0 1 2 3 4 5 6 7 8
17.3-TA Laef-area index
s =6.11-exp (7) . (9.3)
2373+ TA Figure 9.1: Relation between the crop factor (for Makkink
1105.3 model) and the leaf-area index {n) for two selected
e crops. Crop factors and the corresponding valueg. aff
(237.3+TA)? were taken fromFeddes(1987 and Ludwig and Bremicker
(2000, respectively.
=0.016286 - —— 9.4
7 E’wat (TA) ( )

an approximate relation between the crop factor of the

whereP A is the air pressure (hPa) afith is the air - pmakkink model and thé. A7 can be derived (Eqi@.5).
temperature ifC (Dyck and Peschke 995).

.. crop factor~ 0.14 - LAI + 0.4 9.5
9.5 Real evapotranspiration P ©-5)

. Note that, following the conventional definition of
In the approaches described here, the rate of real evapo- g

T . db ltinlving th &pot, the crop factor should take a value of one for
tran_splratloret,.eal. 'S cpmput_e y multip ylngt € PO"he reference crop (typically actively growing gras of
tential rateet,.: with dimensionless correction factor

Tpicallv. th fact it 512 cm height with unlimited water supply). Assuming
ypically, these factors account for that the corresponding AT is about 5 (see, e. ¢disra

o the different transpiration characteristics of th nd Mlsra 198]) or (Bremicker et al.2006 page 11),
the simplest linear approach would be Eqr6.

actual vegetation as compared to the reference
vegetation to whichet,,; refers (usually short

grass). These factors are knownasp factors
(Sec.9.5.1). crop factor~ 0.2 - LAI (9.6)

e the reduction of plant transpiration due to soil This equation, however, implies that evapotranspira-
moisture limitation (Se9.5.2). tion from bare soil is zero. In reality, a non-zero inter-
cept is more plausible.
During calibration of a hydrological model for the
9.5.1 Crop factors Upper Neckar Basin (Germany), the relation shown in

For some equations to estimaté,,;, an extensive set EAN- 9.7 was identified. It yielded the bgst resplt for
larger part of the catchment (gage Kirchtellinsfurt,

of crop factors has been established based on em;ﬁn— ,
cal research. The values vary between different cro&%oo knt). The optimum parameters for smaller sub-

and also account for the different stages of plant gro ASInS were similar.  The assuméai] of grassland
i. e. seasonality. For the Makkink model (S&c4), vegetation in that model was 5.

crop factors can be found freddeq1987). For wider

applicability, it is desireable to derive the crop factors

from other easily available data. A potential candidate ~Crop factor~ 0.16 - LAI +0.2 (9.7)
is the leaf-area indeX AI. Based on figure Fig9.1,
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et /et
pot

real

1

04— 15

0 rs. _rs 7
et_min et_max
Figure 9.2: Ratio of real to potential evapotranspiration % \ Clay _
etreatletpor @s a function of relative soil saturatios. $ 5 g
s \ WP | e =
S 42 |C. TS | 1077 @
. . = >
9.5.2 Influence of soil moisture S Silt @
7] 3 =
A widely used scheme to account for the limitation of S 25 W ; g
real evapotranspiration by soil moisture is illustrated in 2 1 g //// ///%/ FC B
Fig. 9.2 This approach uses two empirical constants T Sand 10 @
TSetmin ANATScmae representing threshold values of \ \
relative soil saturation. For very dry soil with relative

saturation between 0 ang.;...;, real evapotranspira- 0 20 40 60

tion is zero. For wet conditions with relative saturation Water content (vol %)

between s ... and 1, the rate of real evapotranspira- _ )

tion et,.q; is equal to the potential rate,,;. For inter- Elgure 9.3: Typlcallrelatlon bfetween water content and suc-

mediate conditionsst,..; is assumed to vary linearily 107 Préssure for different soil types. The permanent ngti

with soil saturation (i. e. soil moisture). Mathematic' ™t 'S defined as p=4.24(1500 kPa). The hatching marks
the typical range of the field capacity found in soils. Adapte

cally, this is expressed by Eq8.8. from Scheffer and Schachtschalf£998.

€lreal . S — I'Setmin

—— =min | 1,max (0O,

etpot T'Setmax — T'Setmin
(9.8)

In this definition, the relative soil saturatien is the
guotient of the current soil water contéhand the soil-
specific maximum valué,,.... Thus, the two param-
etersrseimin @anNdrsema,: take values in range 0 to 1.

A reasonable estimate fos..,,:, can be obtained from Table 9.1: Characteristic values of the soil water content
data on the water content at the wilting point. This valuweand corresponding estimates of model parameters derived
varies considerably between soil types as illustratedfiam Fig. 9.3

Fig.9.3

Some characteristic values of soil water conte i 0 af 0 aE
(based on Fig9.3) and the corresponding estimates ( Ssa‘:]'('j 981213 pg‘OZsE p'(:)‘g'z'z rs_et(;”g; ’“366"61'5"
. . . . 1 V. .
model parameters are presented in T&ble Sit 048 0.3 01 10.63 0.21
Clay 0.53 0.46 0.32 i 0.86 0.6
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Chapter 10

Storage in lakes and reservoirs

10.1 Introduction

This chapter desribes approaches to the simulation of
water storage in reservoirs. In a wider sense, the term
reservoirincludes natural lakes and the various types of
operated reservoirs.

Figure 10.1: Side view of a lake with uncontrolled outflow
through an outlet channel. Symbols as in Etp.1

10.2 Storage in uncontrolled lakes
mension L/T) with an appropriate value of the lake’s

10.2.1 Processes and equations surface area (Eqri0.2& 10.3.
The fundamental principle for the simulation of lake
storage is expressed by the mass balance equation p =P - 44 (10.2)
(Eqn.10.D.
e=E-A(Hv)) (10.3)
dv P Intensity of precipitation LT
— = Gin P — Gout — € 10.1 y ot precip
a1 P Qout ( ) E Rate of evaporation L/T
H 2
v Storage volume & Gmag :\AEX,Imun} extent of the L
¢in  Inflow rate /T Alh g efssur ace area functionL2
dowe  Outflow rate B/T (h) fur ace Iareallhas a function
P Precipitation flux /T ofwater leve
e Evaporation flux ~ B/T The reasons for using different values of the surface

area in the calculation of precipitation and evaporation

For a natural lake with a single outflow, the outflov}yluxes are as follows-

rate is related to the lake’s water levethrough a rat-
ing curve@,.:(h) (Fig. 10.1). Furthermore, the water e If a constant surface area would be used in
level h is related to the storage voluméy the storage Egn. 10.3 this would no longer be a continuous
curveH (v). The latter represents the lake’s bathymetry, function. As long as the there was some water in
i. e. the topography of the bottom. Sometimes, the rat- the lake, the evaporation flux would be 0. But
ing curve and the storage curve may be represented by as soon as the last amount of liquid water has van-
analytical functions, typically using power equations or  ished, the flux becomes zero. Such a discontinuity
polynomials, respectively. In practice, however, lookup is problematic when solving the differential equa-
tables generally allow for greater flexibility as com-  tion Eqn.10.1 The choice of aontinuousunc-
pared to analytical expressions. tion A(h) resolves this problem, as it makes the
The rates of precipitation and evaporation fluxes are evaporation flux’ decrease gradually, as the stor-
obtained by multiplying the corresponding rates (di- age volume approaches zero.
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¢ In reality, the lake’s surface area being exposed toAn accurate time-step averaged outflow r@g; is
precipitation is variable too, as expressedtiy:). calculated from a discrete version of the mass balance
However, in hydrological catchment models, thequation (Eqn10.5).
area ofland surfacess typically constant. There-
fore, to avoid mass balance errors, the lake’s sur-
face area is taken as constant too. The maximumy— — vto) —v(to+AY)  —_ wp_ ve (10.5)
. ) out At Gin At At .
extent of the lakeu,,., iS a natural choice. Ef-

fectively, rain falll_ng on possibly dr,y parts of the Here,vp andve represent the total volumes of precip-

bottom still contributes to the lake's storage Voﬁ'tation input and evaporation losses within a single time
Ume. step, respectively. Bothp andve are treated as state

Using the rating curvé),...(h) and the storage curveVariables which are initialized to zero at the beginning
H(v) as well as the definitions from Eqri0.2 and Of & time stepf). This approach allows for the com-

10.3 the mass balance (Eqh0.1) can be rewritten as Putation of a proper mass balance even if the rates of
Eqn.10.4 precipitation or evaporation are variable ovetr. Cur-

rently, this is only the case for evaporation, since the
flux is dependend on the storage (see H@h3).

d
d_z = Gin+ P amaz — Qout(H(v)) = E-A(H(v))  10.2.3 Implementation

(10.4) Tablel0.1relates the identifier names used in the model
implementation (names of state variables, parameters,
. . inputs, and outputs) to the symbols used in the process
10.2.2 Mathematical solution equations (Sed.0.2.]. Note that this table does not list
Strategy external input variables used in the calculation of the
rate of evaporation (symbdf in Eqn.10.3. Modeling

The two functionsQ,.:(H (v)) and A(H (v)) at the concepts for evaporation can be found in Cteap.
right hand side of Eqn10.4 may be arbitrarily com-

plicated. Moreover, the functions are typically avail-

able as lookup tables rather than analytical expressiof§) 3 Notes on input data

Therefore, Eqn10.4has to be solved numerically. To

obtain accurate and stable (i. e. positive) solutions, f{yeal-world model applications, the required functions

ODE solver with automatic time-step adjustment MUSE (1)), Que(h), andA(h) are often not known but have

be used. to be estimated. Some recommendations are given in
the sub-sections below.

Inflow rates

The currently used implementation allows for a lined0.3.1 Storage curve
variation of the inflow rate within a discrete modelin

time step of lengtil\t. As input, the time-step average%ometimes- information on the lake’s bathymetry are
inflow rateg; and the instantaneous rate at the end 8yailable from topographic maps as lines of equal
the time stepy;, (to + At) are used. The missing ratédlepth. Via the steps of digitizing and vector-to-raster

at the begin of the time step, (t,) is estimated as de-conversion, a digital ele\_/ation r_nodel (DEM) of_the

scribed in Sec7.2.2(page53). lake’s bottom can be o_btamed_usmg GIS. Alternatively,

the DEM can be obtained by interpolation of punctual

Outflow rates measurements. The inverse of the storage ciifve)
can be calculated using EqtD.6

The numerical solution of Eqr.0.4yields the storage

volume at the end of a modeling time step and the corre- ne ny

sponding outflow rate,,: (to+At) is obtained from the V(h) = (Ax)2 Z Z maz(0,h— 2(i, k) (10.6)

combined rating curve and storage cu@g,:(H (v)). ==



10.3 Notes on input data 63

Table 10.1: Symbols used in the process equations ($62.1) and corresponding identifiers.

Symbol Identifier Units Details
State variables
v v m?3 Storage volume
vp vp m3 Total volume of precipitation in a single time
step
ve ve m?3 Total evaporated volume in a single time stef
Simulated inputs
Tin gi _avg m3/s Inflow rate (time-step average)
qin(to + At) gi _end m3/s Inflow rate (value at end of time-step)
Scalar parameters (object-specific)
Amaz ar ea_nax m? Maximum surface area
Parameter functions (object-specific)
H(v) v2h m Storage curve (tabulated function)
A(h) h2a m? Area curve to compute evaporation loss (tabu-
lated function)
Qout(h) h2q m? Rating curve at lake outlet (tabulated function)
Outputs

Tout gx_avg m3/s Outflow rate (time-step average)
Gout(to + At) gx_end m3/s Outflow rate (value at end of time-step)
h h m Water level

V(h) Storage volume corresponding toL3 10.3.2 Surface area curve

water levelh
(Az)?2  Area of a single raster cell 2. ThefunctionA(h) can be obtained from a DEM as well
nz,ny Number of cells in x- and y- — using Eqnl0.7. By convention, the logical expression
direction (grid dimensions) (h > 2(i, k)) equals 1 if true and it is O otherwise.

z(i,k) Elevation of the bottom at cell L

with indices:; andk y

A(h) = (Az)* Y N (b > 2(i, k) (10.7)
The evaluation of Eqril0.6for discrete values ok i=1 k=1
yields a lookup table fol/ (k). The desired function
H(v) is then obtained by inverting’(h). Usually, it  Itis sufficient if A(h) is tabulated for the range &f
makes sense to apply some kind of interpolation in ofalues which are expected to appear during simulation
der to tabulateff (v) for a reasonable set of argumenténcluding extremes). For lakes which can fall dry, it is
v. important thatd (k) is continuous, i. e. the value should

For operational model applications, it is importarﬁr""dl""’IIIy aPF’_maCh zero for values &f which corre-
that the tableH (v) covers the highest thinkable valuegporfd to minimal storage volumes. In other words, the
of the storage volume. Otherwise, the model mightIakes bottom must not be perfecily flat.
stop justin the momentwhere itis needed the most. The
choice of a lower limit forv is site-specific. Giventhat1g 3.3 Rating curve (uncontrolled lakes)
the outflow of the lake never runs dry, it is sufficient if
the smallest tabulated value Hf(v) corresponds to the For natural lakes, the rating curgg,,.:(h) can be esti-
lowest point of the channel at the lake’s outlet (dashethted from the characteristics of the outlet channel us-
horizontal line in Fig10.1). However, if the water level ing Mannings’s equation (see Egh8at pages2). The
can fall below this level due to high evaporation (causequired information include the cross-section’s geom-
ing the outflow rate to be exactly zero), the tabiév) etry, the slope of the bottom, and the roughness (Man-
must also cover those states. ning’'s n).
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For the special case of a channel whose widttis
much greater than the flow dephh;, the hydraulic ra-
dius is approximatekly equal to;;. Then, Mannings'’s
equation simplifies to Eqri.0.8

1
alhyr) =~ /Sp - h3* W (10.8)

q Flow rate m/s

Sy Slope of the energy grade line  —

h#i Flow depth (x-section average) m

W Channel width m

n Manning’sn (parameter) Non-physical
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