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Chapter 1

Introduction

This document is subdivided into three parts each of them adressing a different level of software hierarchy. The
relation between the tree parts is depicted by an example in Fig. 1.1.

PartI contains a brief description of hydrological model enginesimplemented with theechsemodeling frame-
work. It provides information on the model engine’s purposeand lists the important classes (i. e. the types of
objects that can be simulated) using references to the partII .

Part II holds a description of the classes, including information on state variables and external inputs, for
example.

PartIII addresses the mathematical representation of realworld hydrological processes, i. e. the mechanisms
that cause the state variables to change their values over time. The concepts described in this part may be used by
several of the classes portrayed in partII .
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Figure 1.1: Classes and processes as the basic building blocks of hydrological model engines.
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Hydrological model engines
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Chapter 2

Model enginehypsoRR

2.1 Basic facts

The hypsoRR model engine was designed for the
purpose of flood forecasting, and the verification of
ensemble-based flood forecasts in particular.

• It is hydrologocal catchment model engine that
simulates all major processes of the hydrological
cycle.

• It is a rather simple, conceptual model engine to
allow for fast computations. This is important in
operational applications, especially when dealing
with ensembles.

• The data requirements are adapted to the situa-
tion in Germany, where observation data for all
major meteorological variables are typically avail-
able. However, the concept was also sucessfully
applied to basins in Asia and Africa. The full set
of variables is required only if snow accumula-
tion/melt is relevant.

• Many concepts are copied from LARSIM (Ludwig
and Bremicker, 2006) which is the hydrological
model engine currently used for operational fore-
casting in SW Germany.hypsoRR can use most
of LARSIM’s input data, namely the information
in tape12, tape35, etc.

2.2 Classes

The hypsoRR model engine currently comprises the
classes listes in Table2.1.

Table 2.1: Classes of thehypsoRR model engine.

Class Details to be found at
Sub-basin Sec.3.1
Reach Sec.3.2
Minireach Sec.3.3
Node classes Sec.3.4
Lake Sec.3.5
Gage Sec.3.6
Rain gage Sec.3.7
External inflow Sec.3.8

2.3 Selected applications

As of March 2014,hypsoRRwas set-up and calibrated
for the river basins listes in Table2.2.

Table 2.2: Applications of thehypsoRR model engine.

Basin/Gage Country km2

Wilde Weißeritz / Ammelsdorf Germany 70
Rheraya Morocco 220
Marikina Philippines 570
Neckar / Kirchtellinsfurt Germany 2317
Mahanadi / Mundali India 135000

13



14 Chapter 2 Model enginehypsoRR



Part II

Classes

15





Chapter 3

Classes for hydrological catchment
modeling

3.1 Default sub-basin class

3.1.1 Simulated processes

The class simulates the processes listed in Table3.1.
The current version of the class doesnotallow for the representation of hydrological response units. Only three

classes of land cover are currently distinguished: (1) water surfaces, (2) impervious surfaces, and (3) pervious
surfaces, i. e. soil typically covered by vegetation.

3.1.2 Data members

A full list of the data members of the class is provided in Table 3.2. SeeKneis(2012b) for an explanation of the
abbreviations in the ’type’ column.

Table 3.1: Considered processes in the default sub-basin class.

Process Model concept
Runoff generation Conceptual four components model (Sec.5.2)
Runoff concentration Parallel linear reservoirs (Sec.6.2)
Evapotranspiration Potential evapotranspiration after Makkink with crop factors and correction for

soil water limitation (Sections9.4, 9.5.1, and9.5.2)
Snow storage and melt Energy balance model (Sec.4.1)

17



18
C

hapter3
C

lasses
forhydrologicalcatchm

entm
odeling

Table 3.2: Data members of the default sub-basin class.

Type Name Description Unit

stateScal wc Soil water content (dimensionless, i.e. vol/vol or m/m) dimensionless

stateScal vol surf Storage volume of the linear reservoir controlling surface runoff retention m3

stateScal vol pref Storage volume of the linear reservoir controlling preferential flow retention m3

stateScal vol inter Storage volume of the linear reservoir controlling interflow retention m3

stateScal vol base Storage volume of the linear reservoir controlling baseflow retention m3

stateScal snow swe Snow water equivalent m

stateScal snow sec Energy content of the snow cover kJ/m2

stateScal snow alb Snow albedo dimensionless

inputExt precip resid Residuals of precipitation (time series) mm / time step

inputExt precip slope Slope of the linear model precip ˜ elevation mm / time step / meter

inputExt precip inter Intercept of the linear model precip ˜ elevation mm / time step

inputExt temper resid Residuals of air temperature (time series) degree Celsius

inputExt temper slope Slope of the linear model temperature ˜ elevation degree Celsius / meter

inputExt temper inter Intercept of the linear model temperature ˜ elevation degree Celsius

inputExt apress resid Residuals of air pressure (time series) hPa

inputExt apress slope Slope of the linear model pressure ˜ elevation hPa / meter

inputExt apress inter Intercept of the linear model pressure ˜ elevation hPa

inputExt windsp Wind speed (time series) m/s

inputExt glorad Short-wave radiation (time series) W/m2

inputExt rhumid Relative humidity (time series) %

inputExt clness Cloudiness (time series) dimenionless (0...1)

inputExt lai Leaf area index dimensionless

paramNum area Surface area of the catchment m2

paramNum elev Representative elevation m asl

paramNum frac noinf Fraction of the catchment area with impervious surface dimensionless (0...1)

paramNum frac water Fraction of the catchment area covered by water surfaces dimensionless (0...1)

paramNum soildepth Thickness of the modeled soil column m

paramNum wc max Maximum value soil water content (water content at saturation) dimensionless

paramNum exp satfrac Shape parameter, controls the fraction of saturated areas with increasing average saturation dimensionless

paramNum thr surf Threshold value. Direct runoff above this rate is considered as surface runoff m/s

paramNum relsat inter Relative filling of soil reservoir above which interflow is generated (threshold) dimensionless (0...1)

paramNum rate inter Rate of medium-fast runoff generation at soil saturation m/s

paramNum rate base Rate of ground-water recharge at soil saturation m/s

paramNum ct index Concentration time index (empirical Kirpich formula, for example) s

Continued on next page
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Table 3.2 –Continued from previous page

Type Name Description Unit

paramNum str surf Parameter to control retention of surface runoff dimensionless

paramNum str pref Parameter to control retention of preferential runoff dimensionless

paramNum str inter Parameter to control retention of medium-fast runoff dimensionless

paramNum str base Parameter to control retention in the ground-water reservoir dimensionless

paramNum relsat etmin Relative filling of soil reservoir below which evapotranspiration becomes zero dimensionless (0...1)

paramNum relsat etmax Relative filling of soil reservoir above which evapotranspitation is no longer moisture-limited dimensionless (0...1)

paramNum fac precip Precipitation correction factor (used for input updating, for example) dimensionless

sharedParamNum cropFac slope Constant ”a” in ”Makking crop factor = a * LAI + b” dimensionless

sharedParamNum cropFac inter Constant ”b” in ”Makking crop factor = a * LAI + b” dimensionless

sharedParamNum mult surf Factor applied to surface runoff before output (¡¿ 1 for tests only) dimensionless

sharedParamNum mult pref Factor applied to preferentialrunoff before output (¡¿ 1 for tests only) dimensionless

sharedParamNum mult inter Factor applied to medium-fast runoff before output (¡¿ 1 for tests only) dimensionless

sharedParamNum mult base Factor applied to slow runoff (base flow) before output (¡¿ 1 for tests only) dimensionless

sharedParamNum snow a0 Constant describing the dependence of moisture and heat fluxes on wind speed (additive term in linear model) m/s

sharedParamNum snow a1 Constant describing the dependence of moisture and heat fluxes on wind speed (factor in linear model) dimensionless

sharedParamNum snow kSat Saturated hydraulic conductivity of snow m/s

sharedParamNum snow densDry Density of dry snow kg/m3

sharedParamNum snow specCapRet Capillary retention volume as a fraction of the solid snow water equivalent dimensionless

sharedParamNum snow emissivityMin Minimum value of snow emissivity (for old snow surface) dimensionless

sharedParamNum snow emissivityMax Maximum value of snow emissivity (for old snow surface) dimensionless

sharedParamNum snow tempAir crit Air temperature below which precipitation falls as snow degree Celsius

sharedParamNum snow albedoMin Minimum albedo of (old) snow dimensionless

sharedParamNum snow albedoMax Maximum albedo of (new) snow dimensionless

sharedParamNum snow agingRate tAirPos Aging rate describing the decrease in snow albedo when air temperature is positive 1/s

sharedParamNum snow agingRate tAirNeg Aging rate describing the decrease in snow albedo when air temperature is negative 1/s

sharedParamNum snow soilDepth Thickness of the soil column considered in computation of the snow energy balance m

sharedParamNum snow soilDens Density of the soil considered in computation of the snow energy balance kg/m3

sharedParamNum snow soilSpecHeat Specific heat capacity of the soil considered in computation of the snow energy balance kJ/kg/K

sharedParamNum snow weightAirTemp Weight used in the estimation of snow surface temperature from air temperature and mean snow temperature dimensionless (0...1)

sharedParamNum snow fullShadowLAI Reduces short-wave incoming radiation depeding on the LAI (rad’= rad * (1 - LAI/snow fullShadowLAI)) m

sharedParamNum heightZeroWind Height above ground where wind speed approaches zero (used in precipitation correction) m

output qx end Outflow rate of the catchment at end of time step m3/s

output qx avg Outflow rate of the catchment, time step average m3/s

output swe Snow water equivalent m

output etp Rate of potential evapotranspiration m/s

Continued on next page
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Type Name Description Unit

output etr Rate of actual evapotranspiration m/s
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3.2 Default reach class

3.2.1 Simulated processes

The reach class simulates the outflow from a river reach giveninformation on the inflow and its storage character-
istics. The concept is described in Sec.7.2.

3.2.2 Data members

A list of the data members of the class is provided in Table3.3. SeeKneis (2012b) for an explanation of the
abbreviations in the ’type’ column.

Table 3.3: Data members of the default reach class.

Type Name Description Unit

paramFun v2k Retention constant of the reach (s) as a function of storage (m3) s

paramFun q2k Retention constant of the reach (s) as a function of flow rate (m3/s) s

stateScal vol Storage volume of the reach m3

inputSim qi end Inflow rate at end of time step m3/s

inputSim qi avg Inflow rate, time step average m3/s

output qx end Outflow rate at end of time step m3/s

output qx avg Outflow rate, time step average m3/s

3.3 Minireach class

3.3.1 Simulated processes

The minireach class simulates a reach (or pipe) of very shortlength so that the travel time is practically negligible.
Thus, the outflow a minireach object is identical to the inflow.

3.3.2 Data members

A list of the data members of the class is provided in Table3.4. SeeKneis (2012b) for an explanation of the
abbreviations in the ’type’ column.

Table 3.4: Data members of the minireach class.

Type Name Description Unit

inputSim qi end Inflow rate at end of time step m3/s

inputSim qi avg Inflow rate, time step average m3/s

output qx end Outflow rate at end of time step m3/s

output qx avg Outflow rate, time step average m3/s
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3.4 Node classes

3.4.1 Simulated processes

The purpose of node objects is to merge flows from different sources. The typical case is a node with two inflows
(e. g. a stream junction). Nodes with a higher numbner of inflows (or with just a single inflow) may be useful in
some situations.

3.4.2 Data members

A list of the data members of the class is provided in Table3.5for the example of two inflows. SeeKneis(2012b)
for an explanation of the abbreviations in the ’type’ column.

Table 3.5: Data members of the node class with two inflows.

Type Name Description Unit

inputSim qi end 1 Inflow rate at end of time step (source 1) m3/s

inputSim qi end 2 Inflow rate at end of time step (source 2) m3/s

inputSim qi avg 1 Inflow rate, time step average (source 1) m3/s

inputSim qi avg 2 Inflow rate, time step average (source 2) m3/s

output qx end Outflow rate at end of time step m3/s

output qx avg Outflow rate, time step average m3/s

3.5 Lake class

3.5.1 Simulated processes

The class simulates the outflow from an uncontrolled lake/reservoir based on a rating curve and a storage curve.
Precipitation and evaporation losses are taken into account. Details are described in Sec.10.2.

3.5.2 Data members

A list of the data members of the class is provided in Table3.6. SeeKneis (2012b) for an explanation of the
abbreviations in the ’type’ column.

Table 3.6: Data members of the lake class.

Type Name Description Unit

stateScal v Storage volume m3

stateScal vp Total precipitation input within a time step (temporary variable to compute the mass balance) m3

stateScal ve Total evaporation loss within a time step (temporary variable to compute the mass balance) m3

inputSim qi end Inflow rate at end of time step m3/s

inputSim qi avg Inflow rate, time step average m3/s

paramNum area max Maximum water surface area (area collecting precipitation) m2

paramNum fac precip Precipitation correction factor (used for input updating, for example) dimensionless

paramFun v2h Storage curve (water level as a function of the storage volume) m

Continued on next page
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Table 3.6 –Continued from previous page
Type Name Description Unit

paramFun h2q Rating curve at the lake’s outflow (outflow rate as a function of the water level) m3/s

paramFun h2a Function to compute the evaporating surface area from the water level m2

inputExt precip Precipitation (time series) mm / time step

inputExt glorad Short-wave radiation (time series) W/m2

inputExt tavg Average air temperature (time series) degree Celsius

output qx end Outflow rate at end of time step m3/s

output qx avg Outflow rate, time step average m3/s

output h Water level m

3.6 Gage class

3.6.1 Simulated processes

In many situations it is sufficient to output the simulated flow rate of a river reach, making the explicit simulation
of a gage object unnecessary. The advantage of instantiating an object of the gage class lies in the fact that
the simulated flow may be optionally substituted by observedvalues. This is quite useful, for example, when a
calibrating a model for the part of a river basins located downstream of a gage.

3.6.2 Data members

A list of the data members of the class is provided in Table3.7. SeeKneis (2012b) for an explanation of the
abbreviations in the ’type’ column.

Table 3.7: Data members of the gage class.

Type Name Description Unit

inputSim qi end Simlulated inflow rate at end of time step m3/s

inputSim qi avg Simulated inflow rate, time step average m3/s

inputExt qobs avg Observed flow, time step average. May be used as an optional substitute for the simulated inflow. m3/s

paramNum obs lbound Threshold; The sim. flow (qi) is substituted by the obs. flow (qobs) only if qobs is greater/equal obs lbound m3/s

paramNum obs ubound Threshold; The sim. flow (qi) is substituted by the obs. flow (qobs) only if qobs less/equal obs ubound m3/s

output qx end Outflow rate at end of time step m3/s

output qx avg Outflow rate, time step average m3/s

3.7 Rain gage class

3.7.1 Simulated processes

Objects of this class can be used to query the precipitation at a point as computed from residual interpolation.
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3.7.2 Data members

A list of the data members of the class is provided in Table3.8. SeeKneis (2012b) for an explanation of the
abbreviations in the ’type’ column.

Table 3.8: Data members of the rain gage class.

Type Name Description Unit

inputExt precip resid Residuals of precipitation (time series) mm / time step

inputExt precip slope Slope of the linear model precip ˜ elevation mm / time step / meter

inputExt precip inter Intercept of the linear model precip ˜ elevation mm / time step

paramNum elev Elevation m

output precip Precipitation mm / time step

3.8 External inflow class

3.8.1 Simulated processes

This class provides a simple means to represent an external water source. The time-variable flow rates are pre-
defined, i. e. read from a file. The class may also be helpful if alarge-scale model is split into sub-models at the
boundaries of major watersheds. In such a case, it may be desireable to save the runoff from an upstream area
(sub-model A) to a file and re-read the data later when simulating the downstream part (sub-model B).

3.8.2 Data members

A list of the data members of the class is provided in Table3.9. SeeKneis (2012b) for an explanation of the
abbreviations in the ’type’ column.

Table 3.9: Data members of the external inflow class.

Type Name Description Unit

inputExt precip resid Residuals of precipitation (time series) mm / time step

inputExt precip slope Slope of the linear model precip ˜ elevation mm / time step / meter

inputExt precip inter Intercept of the linear model precip ˜ elevation mm / time step

paramNum elev Elevation m

output precip Precipitation mm / time step

3.8.3 Reservoir class

This class is still experimental and not documented.

3.8.4 Flood control storage basin class

This class is still experimental and not documented.
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Chapter 4

Dynamics of the snow cover

4.1 Energy balance method

4.1.1 Capabilities and limitations

In many catchments, snow storage and melting are im-
portant components of the water cycle. Snow melt, pos-
sibly accompanied (or caused) by rainfall is a major
cause of flood generation in many catchments. How-
ever, the structure of a natural snow cover is very com-
plex and the simulation of its dynamics is difficult.
Therefore, any snow model is subject to a number of
simplyfing assumptions and limitations. The most im-
portant limitations of the snow model described in this
section are:

• The snow pack is treated as homogeneous (well
mixed) layer. Thus, possible stratification is ne-
glected.

• Shortwave radiation is not corrected for slope and
aspect, i. e. the model should be applied only to
horizontal surfaces or larger areas where the ef-
fects of slope and aspect may be assumed to level
out.

• The current model does not account for vegetation
cover. In reality, vegetation may affect the snow
dynamics in many ways (e. g. due to interception,
sheltering, shadowing, long-wave emission, etc.).

4.1.2 Basics of the energy balance method

4.1.2.1 State variables

A physically-based simulation of the snow dynamics re-
quires the water equivalent and the energy content of
the snow pack to be considered as state variables (e. g.
Dyck and Peschke, 1995; Tarboton and Luce, 1996). In

the model described here, the snow albedo is introduced
as an auxiliary state variable.

Snow water equivalent The snow water equivalent,
SWE (m), represents the total volume of water (stored
in solid and liquid form) contained in a snow pack cov-
ering an area of 1 m2. SWE is defined by Eqn.4.1

ΨSWE = SH ·
ρsnow
ρw

(4.1)

whereSH is the snow height (m) andρsnow andρw
represent the densities of snow and water (kg/m3). The
unit of SWE or the snow height (meters) is equivalent
to m3/m2. To convert from units of m to units of kg/m2,
one has to multiplySWE with the density ofwaterρw
in kg/m3 (even though a part or all of the stored water
is in solid form).

Energy content The energy content,SEC (kJ/m2),
represents the energy stored in the snow pack.SEC is
defined relative to a reference energy content (SEC= 0
for ice at 0◦C) as detailed below.

Snow albedo The snow albedoAS (–) represents the
reflectivity of the snow surface for shortwave radiation.
At each snowfall event, the snow surface is re-born and
the albedo is reset to its maximum value associated with
freshly fallen snow.

4.1.2.2 Processes

The dynamics ofSWE is described by the mass bal-
ance and the dynamics ofSEC is controlled by the en-
ergy balance. Both mass and energy balance are cou-
pled as illustrated in Fig.4.1. A simulation of the state
variables therefore requires a simultaneous solution of

27
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differential equations summarized in Table4.1 using a
matrix notation.

Figure 4.1: Fluxes of mass (solid arrows) and heat (dashed
arrows) to be considered when simulating the snow dynamics.

4.1.2.3 Definition of the energy content

The energy content of the snow cover,SEC, can only
be defined with respect to some reference. A useful ref-
erence state is ice at a temperature of 0◦C for which
SEC is zero by convention (Tarboton and Luce, 1996).
With that reference, the relation between the energy
contentSEC and the (average) snow temperatureTs

follows from the considerations below:

1. Negative values ofSEC indicate thatSWE con-
sists of solid water only and the snow temperature
is negative. The relation between temperature and
energy content is then determined by the heat ca-
pacity of the ice mass according to Eqn.4.2 (see
Table4.2for definition of symbols).

dTs

dSEC
=

1

SWE · ρw · Cice
(4.2)

With respect to the energy content, it is useful to
treat the snow cover and the upper soil up to a cer-
tain depthDs as a single system (dashed box in
Fig. 4.1). The upper soil is defined as the layer
which thermally interacts with the snow cover on
short time scales. Then, Eqn.4.2 expands to
Eqn.4.3, whereDs (m) represents the depth of the
upper soil,ρs (kg/m3) is the soil density andCs

(kJ/kg/K) is the soil’s specific heat capacity.

dTs

dSEC
=

1

SWE · ρw · Cice +Ds · ρs · Cs
(4.3)

Then advantage of treating the snow cover and the
upper soil as a single system is that the soil en-
ergy flux reduces to the long-term average flux at
the interface between shallow and deep soil (see
Fig. 4.1). This flux is much less variable and may
be approxiamed by a constant.

2. If SEC is zero, the temperature is 0◦C and the
snow cover still does not contain liquid water as a
consequence of the chosen reference.

3. At positive values ofSEC, some fraction of
SWE exists in liquid form. As long as ice and
liquid water coexist, the snow temperature remains
at 0◦C and all energy input is consumed by the
melting process. The energy required to com-
pletely melt a snow cover at a temperature of 0◦C
which consists of solid water only is determined by
the ice’s heat of fusion (see Table4.2) and equals
(Eqn.4.4):

SWE · ρw ·Hice (4.4)

4. There is a critical value ofSEC where all ice was
melted and only liquid water is left. The snow has
ceased to exist. If more energy is input, the tem-
perature of the liquid water rises above zero ac-
cording to Eqn.4.5(see Table4.2for definition of
symbols).

dTs

dSEC
=

1

SWE · ρw · Cwat
(4.5)

Based on these considerations, the relation between
SEC andTs can be computed for a snow cover with a
givenSWE as illustrated in Fig.4.2.

With the basic relations given by Eqn.4.2–4.5we can
infer from the energy contentSEC two important vari-
ables: the temperatureTs of the snow pack and the di-
mensionless fraction of liquid waterSLF .

4.1.2.4 Snow temperature

As the snow temperature is not simulated explicitly, it
needs to be inferred from the state variables. Since
snow is a good isolator, the snow surface tempera-
ture,Tss, is generally different from the depth-averaged
snow temperatureTs (Tarboton and Luce, 1996).
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Table 4.1: Process matrix of the energy balance snow model describing the dynamics of the state variables. The rate ex-
pressions containing state variables, forcings, and parameters are derived in Sec.4.1.4& 4.1.5. The stoichiometry factors
fprec, fsubl, andfflow (kJ/m3) used to convert between mass and energy are derived in Sec.4.1.2.6. The(+) indicates that
precipitation has an impact on the albedo but this is considered a separate process called ’Albedo evolution’ (see Sec.4.1.3).

Stoichiometry factors
Process SEC SWE AS Rate expr. Rate units

(kJ/m2) (m) (–)
Short-wave radiation balance 0.001 0 0 RnetS W/m2

Long-wave radiation balance 0.001 0 0 RnetL W/m2

Soil heat flux 0.001 0 0 Rsoil W/m2

Sensible heat flux 0.001 0 0 Rsens W/m2

Precipitation fprec 1 (+) Mprec m/s
Sublimation −fsubl −1 0 Msubl m/s
Melt water outflow −fflow −1 0 Mflow m/s
Albedo evolution 0 0 1 Galb 1/s
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Figure 4.2: Relation between energy content and temperature
for a sample snow cover withSWE= 0.05 m (soil interaction
not taken into account). The thin vertical dashed line marks
the (theoretical) energy content when the snow cover consists
of liquid water only, i. e. when all ice was melted.

Depth-averaged temperature Since the snow pack
is assumed to be homogeneous, only the depth-
averaged value,Ts, is directly accessible through the
state variablesSEC andSWE. Three cases need to be
distinguished (see Sec.4.1.2.3for definition ofDs, ρs
andCs):

Case 1: (SEC < 0)

Ts =
SEC

SWE · ρw · Cice +Ds · ρs · Cs
(4.6)

Case 2: (0 < SEC < SWE · ρw ·Hice)

Ts = 0 (4.7)

Table 4.2: Snow-related physical constants (Tarboton and
Luce, 1996; Dyck and Peschke, 1995).

Symbol Value Unit Description
ρi ≈922 kg/m3 Density of ice
Cice 2.09 kJ/kg/K Specific heat of ice
Hice 333.5 kJ/kg Latent heat of ice

fusion (melt heat)
Eice 2837 kJ/kg Latent heat of

ice sublimation
(=Hice+Ewat,0)

ρw 1000 kg/m3 Density of water
Cwat 4.18 kJ/kg/K Specific heat of wa-

ter
Ewat,0 2503 kJ/kg Latent heat of water

evaporation at 0◦C

Case 3: (SEC > SWE · ρw ·Hice)

Ts =
SEC − SWE · ρw ·Hice

SWE · ρw · Cwat +Ds · ρs · Cs
(4.8)

The equation for the first case (Eqn.4.6) directly
follows from Eqn.4.3 by multiplying with a negative
∆SEC. The resulting temperatureTs is negative.

The conditions when Eqn.4.7 must be used (second
case) follow from the definition ofSEC and Eqn.4.4.

The third case (Eqn.4.8) is considered here only
for completeness since in represents the case where all
snow became liquid, andTs actually represents a water
temperature.
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Surface temperature To compute energy fluxes
across the snow-atmosphere interface (outgoing long
wave radiation, exchange of sensible heat, etc.), an es-
timate of the surface temperatureTss is required.

For estimatingTss, Tarboton and Luce(1996) as-
sume that the energy fluxes at the snow surface are
in equilibrium. Tss, which controls some of the flux
rates, is determined iteratively as the surface tempera-
ture where all energy fluxes balance. They also intro-
duce a tuning parameter (snow surface conductance).

To avoid iteration, the very simple approach pre-
sented in Eqn.4.9is used here to estimateTss. Therein,
TA (◦C) is the air temperature andµ is a weighting pa-
rameter. Ifµ = 0, the surface temperatureTss is taken
to be equal to the depth-averaged temperatureTs and if
µ = 0.5, the surface temperature is simply computed as
the mean ofTs andTA. Eqn.4.9accounts for the fact
thatTss cannot become greater than 0◦C.

Tss =

{

0 if Ts= 0

min(0, (1− µ) · Ts + µ · TA) if Ts¡ 0

(4.9)

4.1.2.5 Fraction of liquid water

In a melting snow cover, solid and liquid water coexist.
To estimate the actual rate of water outflow, the frac-
tion of liquid water,SLF (–), must be known. Since
SLF is not simulated explicitly, it needs to be inferred
from state variables. Taking into account thatSLF=0
if SEC=0 by definition and that the energy required to
completely melt all ice (SLF=1) is given by Eqn.4.4,
the liquid fraction can be computed from the energy
contentSEC as (Eqn.4.10)

SLF =
SEC

SWE · ρw ·Hice
(4.10)

for 0 ≤ SEC ≤ SWE · ρw · Hice, i. e. for
snow at 0◦C. Thus, in practice one should use some-
thing likemin(1,max(0, SLF )) if the condition is not
checked explicitly. Note thatSLF represents amass
fraction (Tarboton and Luce, 1996), not a volume frac-
tion. Thus,SLF can also be written as in Eqn.4.11,

wheremw andmi represent the masses of water and
ice per m2 respectively.

SLF =
mw

mw +mi
(4.11)

Eqn.4.11may be transformed into Eqn.4.10as fol-
lows:

Numerator: As we are dealing with melting snow, the
water massmw is at 0◦C. Due to the definition of the
energy content (see Sec.4.1.2.3), the massmw (kg/m2)
can be substituted bySEC/Hice. SEC (kJ/m2) repre-
sents the energy content associated withmw andHice

is the fusion heat of ice (kJ/kg).
Denominator: The summw +mi in the denominator

of Eqn.4.11represents the snow mass per square meter,
ms (kg/m2). If ms is written as the product of snow
densityρsnow (kg/m3) and snow heightSH (= snow
volume per m2 in meters), it follows from Eqn.4.1that
the denominatormw +mi equalsSWE · ρw.

4.1.2.6 Relations between mass and energy fluxes

In this section, the conversion factorsfprec, fsubl, and
fflow (kJ/m3) appearing in Table4.1 are derived. The
values of the involved physical constants can be found
in Table4.2.

Precipitation The energy flux (kJ/m2/s) resulting
from precipitation input is obtained by multiplying the
mass flux (m/s) withfprec (kJ/m3). For liquid precipi-
tation,fprec is given by Eqn.4.12and Eqn.4.13applies
to solid precipitation (snowfall). Note that precipitation
is a water equivalent, thus, the density of water (not the
one of ice) must be used when converting from depth
(m) to mass (such as kg/m2).

Case 1: (TA > Tcrit)

fprec = ρw ·Cwat ·max(TA, 0)+ ρw ·Hice (4.12)

Case 2: (TA <= Tcrit)

fprec = ρw · Cice ·min(TA, 0) (4.13)

In Eqn.4.12and4.13, TA (◦C) is the air temperature
andTcrit (◦C) is the threshold temperature for rain/s-
now fall. An approach for mixed precipitation is pre-
sented inTarboton and Luce(1996). The value offprec
computed with Eqn.4.12is always positive and it is al-
ways negative if Eqn.4.13is ised. Note that the second
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term in Eqn.4.12accounts for the fact that the water is
liquid and therefore has a positive energy content even
at 0◦C (see definition ofSEC in Sec.4.1.2.3).

Sublimation The energy flux due to sublimation
(kJ/m2/s) is obtained by multiplying the corresponding
mass flux (m/s) withfsubl (kJ/m3) defined in Eqn.4.14.
The constantEice integrates the latent heat of both
melting and evaporation (see Table4.2). As heat is lost
from the snow pack, the energy flux has a negative sign
in Table4.1.

fsubl = ρw ·Eice (4.14)

Meltwater outflow To obtain the energy flux
(kJ/m2/s) corresponding to the outflow of water from
the snow pack (m/s) one has to multiply the latter by
fflow (kJ/m3) defined in Eqn.4.15. The expression re-
flects that the energy of water at 0◦C equalsHice as
a consequence of the chosen reference forSEC (see
Sec.4.1.2.3). As heat is lost from the snow pack, the
energy flux has a negative sign in Table4.1.

fflow = ρw ·Hice (4.15)

4.1.3 Simulation of the snow albedo

There are many approaches to estimate the snow albedo
AS (–) with different level of sophistication. In general,
the albedo is an average value accounting for the reflec-
tion of both visible and near infrared solar radiation.
After snowfall,AS generally decreases due to various
processes such as metamorphosis and pollution of the
snow surface. Here, a very simple aging approach cited
by Dyck and Peschke(1995) was adopted. The origi-
nal equation to describe the dependence ofAS on the
age of the snow surface (Equation 10.40 inDyck and
Peschke, 1995) is a power function (Eqn.4.16) where
ASmin is the minimum value thatAS approaches after
a long time without snowfall andASrng is the differ-
ence between the maximumAS right after snowfall and
ASmin. Furthermore,∆t is the age of the snow surface
andk (1/time) is a rate constant to describe the intensity
of the aging process.

For convenience, Eqn.4.16 was rewritten in an ex-
ponential form (Eqn.4.17) andASrng was expanded to
(ASmax−ASmin). In the final rearrangement, the new
parameterkAS was introduced which is related to the
parameterk of the original power equation (Eqn.4.16)

bykAS = −k · ln(ASmax−ASmin). Note that reason-
able values ofAS are< 1 why ln(ASmax−ASmin) is
always negative and the minus sign is required to define
kAS as a positive constant.

AS = ASmin +ASrng
(1+∆t·k) (4.16)

= ASmin +ASrng ·ASrng
∆t·k

= ASmin +ASrng · exp(ln(ASrng
∆t·k))

= ASmin +ASrng · exp(∆t · k · ln(ASrng))

= ASmin + (ASmax −ASmin) · e−kAS ·∆t

(4.17)

The advantage of Eqn.4.17over the original power
function (Eqn.4.16) is the much simpler derivative with
respect to time which is given in Eqn.4.18. Note that
the definition ofAS (Eqn.4.17) was used to simplify
the derivative and that, in this way, the surfage age (∆t)
was eliminated from the expression.

dAS

dt
=(ASmax −ASmin) · e−kAS ·∆t · (−kAS)

=(AS −ASmin) · (−kAS) (4.18)

Considering that the snow surface is renewed when
new snow falls, the process rateGalb (1/s) control-
ling the albedo (see Table4.1) may be expressed by
Eqn.4.19.

Galb =

{

(ASmax −AS) if snowing

kAS(TA) · (ASmin −AS) else

(4.19)

whereX = 1 if ((PI¿ 0) & (TA¡ Tcrit)) andX = 0
otherwise. Note that the applied value of the rate con-
stant kAS depends on wether the air temperature is
above or below 0◦C (Dyck and Peschke, 1995) . Thus,
Galb is affected by both the precipitation intensityPI
and air temperatureTA. In the current model version,
the albedo is independend of the snow height, i. e. there
is no reduction when the snow cover becomes shallow.

Recommended values of the parameters are given in
Table4.3. A synthetic example illustrating the dynam-
ics of the albedo in response to precipitation and tem-
perature is shown in Fig.4.3.
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Table 4.3: Parameters controlling the snow albedo based
on Dyck and Peschke(1995). With respect tokAS , the
factor 1/86400 converts from 1/d to 1/s and the term
ln(ASmax − ASmin) accounts for the structural difference
between Eqn.4.17and Eqn.4.16.

Symbol Units Value
ASmin – 0.35–0.4
ASmax – 0.75–0.9
kAS(TA ≥ 0) 1/s −0.12/86400 ·

ln(ASmax −ASmin)
kAS(TA < 0) 1/s −0.05/86400 ·

ln(ASmax −ASmin)

4.1.4 Energy flux rates

4.1.4.1 Short-wave radiation balance

The short-wave net radiation (or short-wave radiation
balance),RnetS (W/m2) is computed from Eqn.4.20

RnetS = SR · (1−AS) (4.20)

whereSR is the incoming solar (i. e. short-wave) ra-
diation (W/m2) andAS (–) is the corresponding albedo
of the snow surface (see Sec.4.1.3). If measured val-
ues ofSR are unavailable, they can be estimated as
described inTarboton and Luce(1996) or Dyck and
Peschke(1995). No corrections for slope and aspect are
made here as it is assumed that the effects level out for
larger areas. If the model is applied locally, slope and
aspect might need to be taken into account by reduc-
ing/amplifying the measured (or computed) solar radia-
tion for a horizontal surface.

The presence of a dense vegetation cover (coniferous
forest) may considerably reduce the amount of incom-
ing short-wave radiation. An ad-hoc approach to esti-
mate the corrected incoming short-wave radiationSR’
due to shadowing is presented in Eqn.4.21

SR′ = SR · (1−
LAI

LAIr0
) (4.21)

whereLAI is the leaf-area index (m2/m2) andLAIr0
is an empirical parameter. Conceptually,LAIr0 rep-
resents the leaf-area index where short-wave radiation
is extincted completely. According toLudwig and
Bremicker(2006), a reduction of incoming short-wave
by 30% can be assumed for coniferous forest. As-
suming a leaf-area index for coniferous forest of 11

−
2

0
1

2
3

Days

m
m

, °
C

0 6 13 21 29 37

Prec Temp

0.
4

0.
6

0.
8

Days

A
lb

ed
o

0 6 13 21 29 37

Figure 4.3: Synthetic example illustrating the dynamics
of the albedo as affected by temperature and precipitation.
Snowfall was assumed at temperatures below 0◦C. For
ASmin andASmax, the means of the ranges given in Ta-
ble 4.3were used.

(Ludwig and Bremicker, 2006, page 11), this results in
LAIr0 ≈ 36.

4.1.4.2 Long-wave radiation balance

The long-wave radation balanceRnetL (W/m2) is the
difference between the incoming long-wave radiation
emitted from clear sky and clouds,RinL, and the long-
wave emission of the snow pack,RoutL (Eqn.4.22).

RnetL = RinL −RoutL (4.22)

According to the Stefan-Boltzmann equation
(Eqn.4.23), emissionsR are proportional to the fourth
power of temperatureT (here in◦C), with σ being the
Stefan-Boltzmann constant (=5.67e-08 W/m2/K4) and
ε being the dimensionless emissivity (range 0–1 with 1
for a black body).

R = ε · σ · (T + 273.15)4 (4.23)
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Outgoing part The emission of the snow pack,RoutL

(W/m2), can directly be computed from Eqn.4.23sub-
stituting T by the snow surface temperatureTss (see
Eqn.4.9). The emissivity of snow is aboutε=0.82 for
old snow andε=0.99 for fresh snow (Dyck and Peschke,
1995). A pragmatic way to account for the age of the
snow pack is to relateε to the dynamically computed
albedoAS (see Sec.4.1.3) as in Eqn.4.24.

ε = εmin+(εmax−εmin)·
AS −ASmin

ASmax −ASmin
(4.24)

Incoming part Note: The following section is based
on the German wikipedia site for the term ’Atmo-
sphärische Gegenstrahlung’ as this was the most trans-
parent and concise source of information.

The incoming long-waveRinL is harder to estimate.
Generally, it is distinguished between clear-sky emis-
sions (RinL,cs) and emissions by clouds (RinL,cl). A
transparent formulation is given by Eqn.4.25 where
RinL,cs and RinL,cl are estimated individually and
FC represents the degree of cloud cover (range 0–1).
It is (legitimately) assumed that long-wave emissions
mainly stem from the lower atmoshpere (whose state is
approximately known from ground measurements).

RinL = (1−FC) ·RinL,cs +FC ·RinL,cl (4.25)

For the cloud coverFC (–), measured values must be
used orFC needs to be estimated from a comparison of
actual solar radiation to the theoretical maximum value
depending on the day of the year and the latitude. How-
ever, the latter approach can only yield daily estimates
of FC as it does not work during nighttime.

Incoming part (Clear sky emissions) The clear sky
radiationRinL,cs appearing in Eqn.4.25 is computed
from the Stefan-Bolzmann equation (Eqn.4.23) substi-
tuting T by the air temperatureTA and using a value
of the emissivityε representative for a clear sky.Hock
(2005) lists various empirical formulas for estimation
of the clear-skyε based on athmospheric temperature
and/or vapor pressure. Some formulas are compared in
Fig. 4.4.

Here, we selected the simple formula developed by
Brunt (Eqn.4.26) which estimates the clear-skyε as a
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Figure 4.4: Comparison of different empirical formulas for
clear sky emissivity.

function of the vapor pressuree in hPa (seeHock, 2005,
p.373).

ε = 0.51 + 0.066 ·
√
e (4.26)

Incoming part (Cloud emissions) Finally, the long-
wave emissions of the clouds (RinL,cl in Eqn.4.25) are
also computed using Eqn.4.23. The clouds are treated
as a black body, thusε is set to 1. A reasonable estimate
of the clouds’ bottom-side temperature is the dew point
temperatureTdew (◦C).Tdew represents the temperature
to which a parcel of air with a specific content of va-
por must be cooled, for water vapor to condense. Thus,
Tdew is the temperature at which air with a specific va-
por content becomes saturated.Tdew can be computed
by rearranging the Magnus-Equation (Eqn.4.35) for the
temperatureT (Eqn.4.27). The reagrranged Eqn.4.35
yields the temperature at which, for a given vapor pres-
sure, saturation would occur. Thus, the actual vapor
pressuree (not E) must be inserted in the rearranged
Eqn.4.35. If, as usual, only relative humidity and tem-
perature are given, the value ofe must be obtained from
Eqn.4.34with E beign computed with Eqn.4.35(now
without rearrangement).

Thus, the dewpoint temperatureTdew follows from
Eqn.4.27with e being computed fromRH (%) andTA
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(◦C) after Eqn.4.35. Results for a range of temperatures
and relative humidities are presented in Fig.4.5.

Tdew =















237.3 · log10(e/6.11)
7.5− log10(e/6.11)

over water

265.5 · log10(e/6.11)
9.5− log10(e/6.11)

over ice
(4.27)
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Figure 4.5: Dewpoint temperature as a function of tempera-
ture and relative humidity as computed with Eqn.4.27.

4.1.4.3 Soil heat flux

The soil heat fluxRsoil (W/m2) is, in this model, the
long-term average flux at the interface between upper
and deep soil (recall Sec.4.1.2.3). Rsoil is taken as zero
if not known (Tarboton and Luce, 1996).

4.1.4.4 Sensible heat flux

The flux of sensible heat,Rsens (W/m2), is assumed to
be proportional to the gradient of temperature between
atmosphere (TA) and snow surface (Tss, see Eqn.4.9)
as expressed by Eqn.4.28. In this equation,D is a tur-
bulent transfer coefficient (m/s), andρa (kg/m3) and
Cair (kJ/kg/K) represent the density and the specific
heat capacity of air, respectively. This expression is

equivalent to Equation 34 inTarboton and Luce(1996)
or Equation 10.43 inDyck and Peschke(1995).

Rsens = D · ρa · Cair · 103 · (TA− Tss) (4.28)

The value of the air specific heat capacity isCair=
1.005 kJ/kg/K (Tarboton and Luce, 1996). The density
of airρa (kg/m3) is estimated from Eqn.4.29(see Equa-
tion 4.9 inDyck and Peschke, 1995) that represents the
ideal gas law (PA: air pressure in hPa,TA: air tem-
perature in◦C, specific gas constant for dry air: 0.287
kJ/kg/K, base of the Celsius-scale: 273.15 K).

ρa =
PA · 0.1

0.287 · (273.15 + TA)
(4.29)

The values ofCair andρa relate to dry air. How-
ever, the error in pressure due to neglection of moisture
is rather low. Even at saturation, the vapor pressure is
in the order of 0.5–2.5 % of the air pressure only for
temperatures between 0–25◦C (see Fig.4.6). The er-
ror in the estimate of the specific heat capacity is small
as well. The value is about 1.005 kJ/kg/K for dry air
(Tarboton and Luce, 1996) and about 1.013 kJ/kg/K
for moist air (Dyck and Peschke, 1995, page 188, Eqn.
11.15)

The turbulent transfer coefficientD (m/s) in
Eqn.4.28is a calibration parameter. Several approaches
to estimateD do exist (e. g.Dyck and Peschke, 1995;
Tarboton and Luce, 1996) making assumptions on the
stability of the atmosphere and introducing other un-
known parameters. Here, as inKnauf (1980), a simple
approach is used that assumes a linear dependence ofD
on the wind speedWS in m/s according to Eqn.4.30.
The empirical coefficientsa0 anda1 are dimensionless
and must be determined by calibration.

D = a0 + a1 ·WS (4.30)

4.1.5 Mass flux rates

4.1.5.1 Precipitation

The mass flux due to precipitation,Mprec (m/s), is com-
puted from the precipitation intensity in units of mm/∆t
by Eqn.4.31where∆t is the length of the time step in
seconds (e. g.∆t=3600 for hourly precipitation data).

Mprec =
PI

103 ·∆t
(4.31)



4.1 Energy balance method 35

The corresponding energy fluxes are given by
Eqn.4.12& 4.13, respectively.

4.1.5.2 Sublimation

The mass flux due to sublimation,Msubl (m/s) is pro-
portional to gradient of vapor pressure between the air
and the snow surface as expressed by Eqn.4.32. In this
expression,D is a turbulent transfer coefficient (m/s),
ρa andρw (kg/m3) represent the densities of air and wa-
ter. The symbolsq andqs denote the specific humidities
(–) above and at the snow surface, respectively. This
expression is equivalent to Equation 35 inTarboton and
Luce (1996) or Equation 10.44 inDyck and Peschke
(1995) (with changed sign) after multiplication with the
density of waterρw to obtain the mass flux in kg/m2/s.

Msubl = D ·
ρa
ρw

· (qs − q) (4.32)

Only positive values ofMsubl are considered. The
density of (dry) airρa is estimated from Eqn.4.29
(Sec.4.1.4.4). The specific humidity (–) can be com-
puted from vapor pressuree and air pressurePA (both
in hPa) according to Eqn.4.33 (see Equation 4.10 in
Dyck and Peschke, 1995).

q =
0.622 · e

PA− 0.378 · e
(4.33)

Note that a commonly used approximation of
Eqn. 4.33 is q ≈ 0.622 · e/PA (Dyck and Peschke,
1995). This approximation is used, for example, byTar-
boton and Luce(1996) in the derivation of their Equa-
tion 42. Note that they also substitute the pressurePA
by the product of temperature, air density, and the dry
air gas constant according to the ideal gas law.

The vapor pressuree (hPa) is derived from the rela-
tive humidityRH (%) by Eqn.4.34taking into account
the vapor pressure at saturationE which is a function
of temperatureT .

e =
RH

100
· E(T ) (4.34)

E is commonly estimated with the Magnus equation
(Eqn.4.35, Fig.4.6) given byDyck and Peschke(1995).
The temperatureT is the air temperature in◦C.

E(T ) =

{

6.11 · 10
7.5·T

237.3+T over water

6.11 · 10
9.5·T

265.5+T over ice
(4.35)
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Figure 4.6: Saturation vapor pressure over water and ice as a
function of temperature (Magnus formula, Eqn.4.35).

When computing the input values for Eqn.4.32,
the saturation vapor pressure over ice (2nd form of
Eqn. 4.35) must be used. When calculating the spe-
cific humidity of the atmosphere (q), one uses measured
values of the air temperature, relative humidity, and air
pressure in Eqn.4.33& 4.34. When computing the spe-
cific humidity at the snow surface (qs), it is commonly
assumed that the air is saturated at the surface temper-
ature (Tarboton and Luce, 1996). Thus, one has to use
RH = 100 andT = Tss in Eqn.4.34(see Eqn.4.9 for
the surface temperatureTss).

For the turbulent transfer coefficientD (m/s), the
same value is assumed as for the transfer coefficient of
sensible heat (see Eqn.4.30in Sec.4.1.4.4).

4.1.5.3 Melt water outflow

The mass flux due to meltwater outflow,Mflow (m/s)
equals the snow pack’s actual hydraulic conductiv-
ity (Male and Gray, 1981, cited in Tarboton and
Luce (1996)). The actual hydraulic conductivity de-
pends on both the saturated hydraulic conductivity
ksat,snow (m/s) and the availablability of liquid water
expressed by the relative saturationRSS (–) according
to Eqn.4.36(seeIllangasekare et al., 1990).

Mflow = ksat,snow ·RSS3 (4.36)

The dimensionless relative saturationRSS is defined
as the relative saturation in excess of water retained
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by capillary forces (Illangasekare et al., 1990; Tarboton
and Luce, 1996) and can be computed as:

RSS =
liquid vol.− capillary retention vol.
pore vol.− capillary retention vol.

(4.37)

Tarboton and Luce(1996) relate the capillary reten-
tion volume to the water equivalent of the solid matrix
given bySWE · (1−SLF ). Thus, the whole Eqn.4.37
needs to be divided by this expression. For the single
terms we obtain:

Capillary retention volume

=
capillary retention volume

SWE · (1 − SLF )

= SCR = const.

Tarboton and Luce(1996) suggest a value of 0.05 for
the newly introduced constantSCR.

Liquid volume

=
liquid water volume
SWE · (1 − SLF )

=
SWE · SLF

SWE · (1 − SLF )

=
SLF

1− SLF

Pore volume

=
pore volume

SWE · (1 − SLF )

=
snow volume− solid water volume

SEC · (1 − SLF )

=

(

mass of snow

ρsnow

)

−

(

mass of ice

ρi

)

SEC · (1− SLF )

=

(

SWE · ρw
ρsnow

)

−

(

SEC · (1− SLF ) · ρw
ρi

)

SEC · (1 − SLF )

=
1

1− SLF
·

ρw
ρsnow

−
ρw
ρi

Collecting together all terms, Eqn.4.37 becomes
Eqn.4.38.

RSS =

(

SLF

1− SLF

)

− SCR

(

1

1− SLF
·

ρw

ρsnow

)

−

(

ρw

ρi

)

− SCR

(4.38)

Eqn.4.38is identical to Equation 48 inTarboton and
Luce (1996) except for the term1/(1 − SLF ) in the
denominator. The reason is that, although not explic-
itly stated,Tarboton and Luce(1996) defineρsnow in
their equation 48 to be thedry snow density, ρsnow,dry,
which, as opposed to the common snow densityρsnow,
relates only for the mass of solid water to the snow vol-
ume and thus neglects the mass of liquid water (see
Equation 7 inMorris and Kelly, 1990).

Recalling Eqn.4.11 from Sec.4.1.2.5, the equal-
ity between(1 − SLF ) · ρsnow andρsnow,dry can be
demonstrated

ρsnow,dry =
mi

vs

=
mi ·ms

vs ·ms

= ρsnow ·
mi

ms

= ρsnow ·
ms −mw

ms

= ρsnow ·
(

1−
mw

ms

)

= ρsnow · (1− SLF )

wheremi, mw, andms (kg) represent masses of
ice (solid), water (liquid), and snow (mixture of solid
and liquid), respectively, andvs (m3) is the correspond-
ing snow volume. Usingρsnow,dry, Eqn. 4.38 may
be rewritten as Eqn.4.39 which is identical to Equa-
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tion 48 inTarboton and Luce(1996). They suggest for
ρsnow,dry a value of 450 kg/m3.

RSS =

(

SLF

1− SLF

)

− SCR

(

ρw

ρsnow,dry

)

−

(

ρw

ρi

)

− SCR

(4.39)

All in all, the rate of melt water outflowMflow is
controlled by the three free parameters listed in Ta-
ble4.4.

Table 4.4: Parameters controlling the rate of meltwater out-
flow. Approximate values in brackets afterTarboton and Luce
(1996).

Symbol Units Description
ksat,snow m/s Saturated hydraulic conduc-

tivity. To be calibrated.
SCR – Capillary retention volume

as a fraction of the solid wa-
ter equivalent. [≈ 0.05].

ρsnow,dry kg/m3 Snow dry density [≈ 450].

4.1.6 Test application

The energy balance model has been tested on daily data
from two mountains in Germany. The two sites are
’Kahler Asten’ (Lat: 51.1814, Lon: 8.4897, Elevation:
839 m) and ’Fichtelberg’ (Lat: 50.4294, Lon: 12.9553,
Elevation: 1213 m). Note that coordinates are in deci-
mal degrees.

The required meteorological data were supplied by
the German Weather Service (DWD) free of charge via
the ’WEBVERDIS’ interface. The data are in daily
resolution and some post-processing was necessary to
identify gaps and to remove duplicate records. Based
on the data from the two mentioned sites, a common pa-
rameter set has been identified (Table4.5) by carrying
out a sequence of Monte-Carlo simulations with suc-
cessive narrowing of the sampling ranges.

A comparison of the observed and simulated snow
water equivalent for the two test sites is provided in
Figs.4.7 & Fig. 4.8. Note that only a selection of the
data was used for model calibration. In particular, the
focus was put on the melting phase since this is of spe-
cial interest for flood forecasting.

Table 4.5: Calibrated parameters of the energy balance snow
model based on daily data from two sites in Germany (Fichtel-
berg and Kahler Asten).

Parameter Value Corresp. eqn.(s)
Tcrit 0.2 Eqn.4.12
µ 0.35 Eqn.4.9
a0 0.002 Eqn.4.30
a1 0.0008 Eqn.4.30
εmin 0.84 Eqn.4.24
εmax 0.99 Eqn.4.24
ρsnow,dry 450 Eqn.4.39
ksat,snow 4.0e-05 Eqn.4.36
SCR 0.05 Eqn.4.39
ASmin 0.55 Eqn.4.17
ASmax 0.88 Eqn.4.17
kAS(TA ≥ 0) 1.11e-06 Eqn.4.17
kAS(TA < 0) 4.62e-07 Eqn.4.17
Ds 0.1 Eqn.4.3
ρs 1300 Eqn.4.3
Cs 2.18 Eqn.4.3

4.2 Degree-day method

This method is currentlynot implemented in an any
echse-based hydrological models.
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Figure4.7:ObservedandsimulatedsnowwaterequivalentatDWDstation ’Fichtelberg’.
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Chapter 5

Runoff generation

5.1 Introduction

To avoid confusion, it is important to distinguish be-
tween the termsrunoff generationand runoff concen-
tration. As runoff generation, we understand the trans-
formation of water input (rain, snow melt) into runoff
at the local scale, i. e. at every single point of a catch-
ment. In contrast to that, the termrunoff concentration
describes the transport of the locally generated runoff to
the catchment’s outlet (or the nearest river).

In some cases, the strict separation of the two terms is
really pragmatic. However, it provides a clear and quite
useful concept for hydrological catchment modeling.

5.2 Simple four components model

5.2.1 Processes and equations

The four components runoff generation model de-
scribed here is based on the concepts used in the LAR-
SIM1 modelLudwig and Bremicker(2006). Originally,
most equations were first presented byTodini (1996).

The runoff generation model is built upon the water
balance of a soil column (Fig.5.1) which can be ex-
pressed by Eqn.5.1

dθ

dt
=

WS − rsurf − rpref − rint − rbase − revap
D

(5.1)

with

1Model variant ’4Q-KOMP mit A2’

θ (–) Soil water content as m3/m3

WS (m/s) Rate of water supply (see
Eqn.5.2)

rsurf (m/s) Rate of surface runoff
rpref (m/s) Rate of quick sub-surface runoff

(preferential flow)
rint (m/s) Rate of slow sub-surface runoff

(interflow)
rbase (m/s) Rate of deep percolation (rate of

ground water recharge)
revap (m/s) Rate of evapo(transpi)ration
D (m) Depth (thickness) of soil column.

The relevant thickness of the soil columnD is equiv-
alent to the rooted depth. Soil water at greater depths
is assumed (1) to be unavailable for evapotranspiration
and (2) not to contribute to lateral runoff processes.

Snow coverage of the soil column is assumed to be
either 0 or 100%, i. e. partial covering isnot simulated.
As long as no snow is present, the rate of water supply
to the soil column is the same as the intensity of precip-
itation,PI. Once a snow cover exists, all precipitation
is trapped in the snow and the rate of water supply is
controlled by the melt rate,rmelt (Eqn.5.2). BothPI
andrmelt are in units of m/s.

WS =

{

rmelt if snow cover is present

PI else
(5.2)

In the presented four components model, the genera-
tion of direct runoff2 is bound to the existence of (local)
soil saturation. Thus, the model accounts for surface
runoff due to infiltration excess butnot for Hortonian
surface runoff.

2Runoff being quickly generated in response to water input.

41
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Figure 5.1: Water fluxes with respect to a soil column with
(right) and without snow cover (left).

Following to the Xinanjiang approach (Zhao et al.,
1980), the fraction of saturated areasfsat in a catch-
ment can be estimated from the area-integrated relative
saturation of the soilS which is the ratio of the current
and maximum soil water contentθ andθmax, respec-
tively (Eqns.5.3 and5.4). The rationale of the Xinan-
jiang model is a positive correlation between the catch-
ment’s average wetness, represented by the relative fill-
ing of the soil reservoir and the proportion of saturated
areas. In other words, the occurrence of local satura-
tion is assumed to increases as the catchment’s average
wetness becomes higher.

S =
θ

θmax
(5.3)

fsat =1− (1− S)
β (5.4)

The shape of the relation betweenS andfsat is con-
trolled by a dimensionless empirical parameterβ. The
effect of different values ofβ is illustrated in Fig.5.2. A
linear relation is assumed in the caseβ = 1. Note that
only values ofβ ≤ 1 are physically reasonable. Max

The amount of direct runoffhd (in meters) is com-
puted as a function of the fraction of saturated areasfsat
according to Eqn.5.5

hd =

{

I − (Wm −W ) +Wm · xβ+1 if(x > 0)

I − (Wm −W )) if(x ≤ 0)
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Figure 5.2: Influence of the empirical parameterβ on the
relation between the catchment-integrated relative filling of
the soil reservoir (x-axis) and the fraction of saturated areas
fsat (y-axis). Only values ofβ ≤ 1 are physically reasonable.

with

x =

(

1−
W

Wm

)( 1
β+1)

−
I

(1 + β) ·Wm
(5.5)

andI being the total water input in a time step (I =
WS ·∆t), W being the amount of water in the modeled
soil column (W = θ ·D) andWm being the maximum
capacity of the soil column (Wm = θmax · D), all in
units of meters. The derivation of this expression can
be found inTodini (1996) but is has to be noted that
in this publication some signs are incorrect. The cor-
rected version is presented inBremicker et al.(2006),
for example. The relation betweenhd andI according
to Eqn.5.5 is illustrated in Fig.5.3 for fix values ofW
andWm. A retention effect is visible for small to mod-
erate water inputs. For water inputs considerably higher
than the initial storage capacity of the soil, the relation
betweenhd andI becomes linear.

The model described here distinguished two compo-
nents of direct runoff which differ with respect to reten-
tion characteristics. They may be considered as surface
runoff and quick subsurface runoff through preferential
flow paths. The proportion of the two components is
controlled by a threshold valuethrsurf in units of m/s.
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Figure 5.3: Direct runoff computed with Eqn.5.5for example
values of soil storage and water input.

The rates of surface runoff and quick subsurface runoff
are computed according to Eqn.5.6and Eqn.5.7

rsurf =max

(

0,
hd

∆t
− thrsurf

)

(5.6)

rpref =
hd

∆t
− rsurf (5.7)

Thus, if the rate of direct runoff productionhd/∆t is
below the thresholdthrsurf , only subsurface runoff is
generated. Otherwise, surface runoff is generated from
the excessive water. Note that the settingsthrsurf = 0
or thrsurf → ∞ effectively result in a model with only
3 runoff components.

The generation of the slow runoff components is
closely linked to the relative saturation of the soilS
(Eqn.5.3). The rate of interflow runoff is computed by
Eqn.5.8 using three empirical parameters. Here,bint
represents a maximum rate of interflow runoff genera-
tion corresponding to total saturation of the soil. The
actual rate,rint, decreases at lower values of the soil
saturation. If the saturation falls below a threshold level
Sint, no interflow runoff is generated at all. The shape
of the soil moisture dependence is controlled by the
empirical exponentEint whose effect is illustrated in
Fig. 5.4 (arguments represents the fractional expres-
sion of Eqn.5.8). The higher the value of the empirical
exponent, the wetter the soil needs to be for interflow
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Figure 5.4: Effect of the exponentE in a formulaf = sE for
s in range [0,1].

runoff becoming an important component. At very low
values ofEint, interflow runoff is produced almost at
the maximum ratebint, as soon as the soil saturation
exceeds the thresholdSint. As in LARSIM, the param-
eterEint is treated as a constants with a value of 1.5
(Bremicker et al., 2006).

rint =







bint ·
(

S−Sint

1−Sint

)Eint

if S > Sint

0 if S ≤ Sint

(5.8)

The rate of groundwater recharge (or base flow
runoff), rbase, is computed by Eqn.5.9 which is con-
ceptually identical to Eqn.5.8. Here,bbase is the max-
imum rate of groundwater recharge which corresponds
to a saturated soil. If the relative saturation of the soil
falls belowSbase, the rate of groundwater recharge be-
comes zero. The shape of the dependence between
rbase and S is controlled by the empirical exponent
Ebase. Again, the effect of this exponent can be seen
from Fig. 5.4 (arguments represents the fractional ex-
pression of Eqn.5.9). As in LARSIM, the parameters
Sbase andEbase are treated as a constants with values of
0.05 and 1, respectively (Bremicker et al., 2006). Thus,
only bbaseremains as a calibration parameter.
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rbase =







bbase ·
(

S−Sbase

1−Sbase

)Ebase

if S > Sbase

0 if S ≤ Sbase

(5.9)

Of course, the theory described so far is only appli-
cable to areas where soil water storage occurs. For ar-
eas covered by water or impervious surfaces, the rate of
surface runoffrsurf equals the rate of rainfall or snow
melt, respectively.

5.2.2 Combination with other models

Depending on the model’s purpose and local conditions,
the described runoff generation model has to be aug-
mented with

• a model to compute snow storage and melt,

• a model to estimate evapotranspiration,

• an approach for precipitation correction (if not
done externally).

5.2.3 Mathematical solution

Eqn.5.1 is an ordinary differential equation. Depend-
ing on the use of the model, a more of less sophisti-
cated numerical solution has to be adopted. If compu-
tation times are critical (e. g. in operational models), a
simple1st order numerical solution may be preferable.
Then, however, it needs special efforts to prevent unsta-
ble or unphysical solutions. In particular, in the absence
of appropriate correction terms, a1st oder solution of
Eqn.5.1may yield a computed soil moistureθ which is
negative.

5.2.4 Implementation

Table5.1relates the identifier names used in the model
implementation (names of state variables and param-
eters) to the symbols used in the process equations
(Sec.5.2.1). Additional information that may be helpful
when calibrating a model without any prior knowledge
of parameter values is given in Sec.5.2.5.

5.2.5 Hints for application

The parameterbbase specifies the rate of deep perco-
lation under the conditions of a fully saturated soil

Figure 5.5: Discharge hydrograph with manually separated
base flow component.

(Eqn.5.9). At a first glance, it seems as ifbbase could
be estimated from the soil’s saturated hydraulic conduc-
tivity kf . However, at high values of the soil moisture,
the other runoff components are also active and, typi-
cally, these other components are much more effective
in draining the soil. Consequenty, we can expectbbase
≪ kf .

A more promising approach to estimatebbase relies
on the analysis of a discharge hydrograph (Fig.5.5). In
this figure, an approxiate hydrograph of the base flow
component was added. It can be drawn by hand as
a smooth line connecting the annual minimum values
(low flows) also touching the minima during the rainy
season. Obviously, the hydrograph of the base flow
component has, like any periodic function, two types of
turning points. For convenience, we focus on the lower
turning points here. They are easier to identify from the
data without the need for any drawing, actually.

In the following we assume that the base flow com-
ponent is equivalent to the outflow from a conceptual
ground water reservoir. For simplicity, we may con-
sider a linear reservoir described by Eqns.6.1 & 6.2
(see page47). From the differential equation, we find
that, at the mentioned turning points, the derivative of
the storage volume with respect to time becomes zero,
hence the rates of inflow and outflow are equal. Con-
sequently, thebase flow rateat the turning points in a
plot like Fig. 5.5 directly yields an estimate of therate
of ground water recharge, rbase, at the respective point
in time.

The relation between the actual rate of ground wa-
ter reachargerbase and the model parameterbbase is
given by Eqn.5.9. This can be rearranged andrbase
can be substituted byA · Qbase whereA is the size of
the catchment in units of m2 andQbase is the base flow
component in m3 s−1 (Eqn.5.10). Using the fixed val-
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Table 5.1: Symbols used in the process equations (Sec.5.2.1), corresponding identifiers, and hints for calibration.

Symbol Identifier Units Typical values Details
θ wc – – Computed state variable
D soildepth m Rooted depth –
θmax wc_max – 0.4–0.5 Table9.1on page59
β exp_satfrac – 0.01–1 See Fig.5.2
thrsurf thr_surf m/s – Values of 0 or near∞ result in a 3 com-

ponents model (see Eqns.5.6& 5.7).
Sint relsat_inter – 0.5 – 0.8 Number between 0 and 1.
rint rate_inter m/s example: 1.e-07 Depends on hydraulic conductivity
rbase rate_base m/s example: 1.e-08 Depends on hydraulic conductivity

ues ofSbase andEbase mentioned in Sec.5.2.1, we end
up with Eqn.5.11.

bbase =
Qbase

A
·
(

S − Sbase

1− Sbase

)

−Ebase

(5.10)

=
Qbase

A
·
(

0.95

S − 0.05

)

(5.11)

In order to calculatebbase from Eqn.5.11we have to
supply an estimate of the soil saturationS at the respec-
tive point in time (i. e. the analyzed turning point). For
the lower turning points, a reasonable guess can be ob-
tained from the soil water content at the wilting point.
For a silty soil, for example, the saturationS would
be≈ 0.2 for a soil moisture at the wilting point of 0.1
and a maximum water content of 0.48 (see Table9.1on
page59).

The value ofbbase obtained from the hydrograph
analysis is a crude estimate. However, it might help in
the definition of a proper search range forbbase in the
context of automatic model calibration.
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Chapter 6

Runoff concentration

Figure 6.1: Parallel storage model for the case of four runoff
components.

6.1 Introduction

The termrunoff concentrationdescribes the transport of
the locally generated runoff (see Chap.5) to the catch-
ment’s outlet or the nearest river. In general, the de-
scription of water transport covers the phenomena of
translation and retention.

6.2 Parallel storage model

6.2.1 Processes and equations

In the parallel storage model, it is assumed that runoff
concentration can be computed separately for the indi-
vidual runoff components. For each component, trans-
lation and retention is simulated by means of a simple
reservoir model. The cumulated runoff from the parallel
reservoirs finally represents the sub-basins total runoff
(Fig. 6.1).

Following the approach used in LARSIM (Ludwig
and Bremicker, 2006), all reservoirs depicted in Fig.6.1
are of the linear type. Thus, in addition to the mass bal-
ance (Eqn.6.1), the linear relation of Eqn.6.2 applies
to each reservoir.

dv

dt
= qin − qout (6.1)

v Storage volume L3

qin Inflow rate L3/T
qout Outflow rate L3/T

qout =
1

k
· v (6.2)

k Retention constant T

Eqns.6.1 and 6.2 can be combined and integrated
over time using the substitution method. Assuming that
the inflow rateqin is constant over a discrete time step,
the integration yields Eqn.6.3 as the solution for the
storage volume.

v(t0+∆t) = (v(t0)−qin ·k)·e(−∆t/k)+qin ·k (6.3)

v(t0) Initial storage at L3

∆t Length of time step T

The only parameters in this runoff concentation
model are the values of the retention constantsk (one
for each reservoir shown in Fig.6.1. Regarding these
constants, we can formulate two expectations:

1. Larger values ofk result in a higher retention ef-
fect and thus in a more delayed input-output reac-
tion (Fig.6.2). Consequently, we expect the high-
estk value for the groundwater reservoir while the
smallestk value corresponds to the reservoir de-
scribing the concentration of surface runoff.
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Figure 6.2: Outflow hydrographs from a single linear reser-
voir for an identical input signal but different storage con-
stantsk (hours).

2. Furthermore, it seems legitimate to assume a rela-
tion between thek values and the characteristics
of a sub-basin. In particular, we expect smaller re-
tention constants in regions with steep hill slopes,
dense drainage networks, and for sub-basin of
compact shape.

To take these two aspect into account, it is convenient
to define the retention constants as in Eqns.6.4to 6.7.

Surface runoff: k = Ssurf · CTI (6.4)

Preferential flow: k = Spref · CTI (6.5)

Interflow: k = Sinter · CTI (6.6)

Base flow: k = Sbase · CTI (6.7)

Here,Ssurf , Spref , Sinter , andSbase are dimension-
less calibration parameters, fulfillingSsurf < Spref <
Sinter < Sbase (recall1st point of above enumeration).
Furthermore,CTI is an indicator of the sub-basin’s
runoff concentration characteristics having the dimen-
sion of a time (2nd point of above enumeration). For
estimating theCTI different approaches do exist. In
LARSIM (Ludwig and Bremicker, 2006), for example,
an empirical formula derived byKirpich (1940) is used.
This one computes theCTI from the average length

and slope of the major reach(es) in a sub-basin. Alter-
natively, aCTI can be derived by analysis of a digi-
tal elevation model. This approach is described in the
documentation of thetopocatch preprocessor (see
Kneis, 2012a).

See Sec.6.2.4for the relation between thek values
and the half-life timeτ .

The inflow rateqin (m3/s) appearing in Eqns.6.1 to
6.3 is generally obtained by multiplying the runoff rate
(m/s) by the contributing area (m2). For the reservoir
describing the concentration of surface runoff,qin is
usually composed of the runoff generated on saturated
soils, water surfaces, and also impervious surfaces.

6.2.2 Mathematical solution

In each time step, the storage of the four reservoirs is
updated based on Eqn.6.3 using the individual inflow
rates and retention constants (Eqns.6.4 to 6.7). The
total outflow from a sub-basin is then obtained as the
sum of the outflow rates from the four linear reservoirs.

Note that, if Eqn.6.2 is applied to the already up-
dated storage volumes, the computed outflow rates are
instantaneous valueswhich correspond to theendof a
time step. To ensure conservation of mass, these rates
should not be directly used as inputs for a downstream
model (usually a flow routing model). Instead,time-
step averagedoutflow rates must be passed to the down-
stream model. For each reservoir, the time-step aver-
aged outflow rates are obtained from the discrete ver-
sion of the mass balance equation (recall Eqn.6.1) as
shown in Eqn.6.8.

qout = qin −
v(t0 +∆t)− v(t0)

∆t
(6.8)

qout Time-step averaged outflow rate L3/T
qin Inflow rate (constant over∆t) L3/T
v(t0) Initial storage volume L3

v(t0 +∆t) Storage at end of time step L3

6.2.3 Implementation

Table6.1relates the identifier names used in the model
implementation (names of state variables and param-
eters) to the symbols used in the process equations
(Sec.6.2.1).
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Table 6.1: Symbols used in the process equations (Sec.6.2.1) and corresponding identifiers.

Symbol Identifier Units Details
v (surface runoff) vol_surf m3 Storage volume of surface runoff reservoir
v (preferential flow) vol_pref m3 Storage volume of preferential flow reservoir
v (interflow) vol_inter m3 Storage volume of interflow reservoir
v (baseflow) vol_base m3 Storage volume of baseflow reservoir
Ssurf str_surf sec Retention constant of surface runoff reservoir
Spref str_pref sec Retention constant of preferential flow reservoir
Sinter str_inter sec Retention constant of interflow reservoir
Sbase str_base sec Retention constant of baseflow reservoir

6.2.4 Hints for application

As with all state variables, initial values must be as-
signed to the storage volumes listed in Table6.1. These
values are generally unknown and cannot be derived
from observation data. Therefore, a widely used ap-
proach is to simply guess the initial values and to allow
for a rather long ’warm-up’ period of the model (sev-
eral years). If boundary condition data are available for
a limited period of time only, one should run a sequence
of warm-up simulations. Guessed initial values are used
only in the first run. In all later runs, the model is ini-
tialized with the final state of the previous run. The
success of the latter strategy can be checked, for exam-
ple, by plotting some simulated hydrographs. If the dif-
ferences between the hydrographs of consecutive runs
becomes negligible, the desired equilibrium of the stor-
age volumes has been reached. However, even then, the
initial part of a simulated time series should not be com-
pared to observations because the initial state is still a
(refined) guess.

The retention constants listed in Table6.1 need to
be identified by calibration. The values depend on the
characteristics of the modeled basin, the model’s reso-
lution, as well as on the definition of the used concen-
traction time index,CTI (see Eqns.6.4 to 6.7). When
calibrating the retention constants, one should keep in
mind that a particular parameter set is reasonable only
if Ssurf < Spref < Sinter < Sbase (see Sec.6.2.1for
details).

The time for model calibration can be reduced (and
the overall chance of success can be increased), if prior
knowledge on the magnitude of the retention constants
is available. If a calibrated model for another nearby
basin is available, one could try to adopt the values used
in this model as initial guesses. However, this will only
work if the basins’ characteristics in terms of climate,

geomorphology, and land-use are really comparable.
Furthermore, the two models must also be comparable
with respect to the spatial and temporal discretization.

If another model for a nearby basin is not available
or the mentioned conditions are not met, one can try to
infer estimates of the retention constants from observed
discharge hydrographs. For that purpose, one has to
analyze the shape of stream flow recessions using the
theory of the single linear reservoir.

Substituting the volumev in Eqn.6.3using Eqn.6.2
yields an equation to predict the future outflow of
a linear reservoir using a known initial outflow rate
(Eqn.6.9).

qout(t0+∆t) = (qout(t0)−qin)·e(−∆t/k)+qin (6.9)

During recession some time after a flow peak, we
can assume that the outflow from the reservoir is much
higher than the inflow. Assuming zero inflow, Eqn.6.9
simplifies to Eqn.6.10

qout(t0 +∆t) = qout(t0) · e(−∆t/k) (6.10)

which can then be solved for the storage constantk
(Eqn.6.11). Note that all values appearing at the right
hand side of this equation are easily obtained from a
hydrograph plot (Fig.6.3).

k =
∆t

ln(qout(t0)/qout(t0 +∆t))
(6.11)

When using Eqn.6.11to estimate the model param-
etersSsurf , Spref , Sinter , andSbase, one must to take
Eqn.6.4–6.7 into account. Thus, the values ofk com-
puted from Eqn.6.11have to be divided by the concen-
tration time indexCTI in order to obtain the desired
values ofSsurf , Spref , Sinter , andSbase.
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Figure 6.3: Analysis of the recession following a flow peak.

In practice, the estimation of the storage constants
is complicated by the fact that multiple runoff compo-
nents contribute to stream flow at the same time. Thus,
to estimate the value of a particular constant, one has
to consider a recession which is likely to bedominated
by the corresponding process. For example,Spref and
possiblySsurf (and possiblySinter) are likely to con-
trol the steep part of the recession after major events. To
identifySbase, however, one needs analyze long-lasting
recessions, preferably at the end of a rainy season.

In general, the obtained values forSsurf , Spref ,
Sinter , andSbase should be considered as rough esti-
mates only. It is recommended to refine the estimates
during calibration.



Chapter 7

Channel flow

7.1 Introduction

This chapter desribes approaches to the simulation of
open channel flow. In a dynamic model, we generally
deal with unsteady flow conditions. One can distinguish
between two basic concepts:

Hydrodynamic approachSuch models are based on a
solution of the St. Venant equations, expressing
the conservation of momentum and mass. The so-
lution of these (possibly simplified) partial differ-
ential equations requires rather expensive numeri-
cal methods.

Hydrological approachesSuch models still consider
the principle of mass conservation (continuity
equation). However, in contrast to hydrodynamic
models, they do not account for the conservation
of momentum or energy but rely on empirical re-
lations between channel storage and flow.

In hydrological catchment models, hydrological ap-
proaches are widely because they are easier to imple-
ment and allow for fast computations based on anaytical
solutions. Prominent examples include:

• the single reservoir approach,

• the Muskingum method,

• the method of Kalinin-Miljukov (Nash’s cascade).

The approach(es) described below apply to a single
reach. Here, a reach is defined as a river section of a
constant geometry (i. e. cross-section and slope). In hy-
drological catchment modeling for larger areas, cross-
section and slope data are usually scarce and a constant
geometry is therefore assumed between the neighbored
junctions along a river. Then, a reach is practically iden-
tical to the river section between two junctions.

Figure 7.1: Sketch of a reach with storage volumev, and the
rates of in- and outflow (qin, qout).

7.2 Single reservoir approach

7.2.1 Processes and equations

In this approach, a reach (Fig.7.1) is treated as a single
reservoir. Considering the principle of mass conserva-
tion, the storage volumev (m3) is related to the rates of
inflow qin and outflowqout (both in m3/s) by the conti-
nuity equation Eqn.7.1.

dv

dt
= qin − qout (7.1)

To simulated the dynamics ofv for a given inflow
rate, the continuity equation must be complemented by
a second equation relatingqout to v. In the case of a lin-
ear reservoir, for example, this missing relation is given
by Eqn.7.2wherek is a retention constant with the di-
mension of a time. The advantage of this linear relation
is that it allows for an analytical solution of Eqn.7.1.

qout =
1

k
· v (7.2)

Assuming that the inflow rateqin is constant over
a discrete time step of length∆t, combining Eqn.7.1
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and7.2 and subsequent integration using the substitu-
tion method yields Eqn.7.3.

v(t0+∆t) = (v(t0)−qin ·k)·e(−∆t/k)+qin ·k (7.3)

v(t0) Initial storage at L3

∆t Length of time step T

A slightly advanced version of the linear reservoir
model is obtained if the inflow rateqin is allowed to
vary linearly with time. Then, the modified continuity
equation is given by Eqn.7.4

dv

dt
= qin,0 + (qin,1 − qin,0) · t− qout (7.4)

whereqin,0 andqin,1 represent an initial and final in-
flow rate, respectively. After combining Eqn.7.4 with
Eqn.7.2, the integration yields Eqn.7.5

v(t0 +∆t) =v(t0) · x+
a · (x− 1)

b2
(7.5)

+
qin,0 · (x− 1)− a ·∆t

b

with the abbreviations

a =(qin,1 − qin,0)/∆t

b =− 1/k

x =e(−∆t/k)

and

qin,0 = qin(t0)

qin,1 = qin(t0 +∆t)

This equation is also used in the LARSIM model
(same as Equation 3.54 inLudwig and Bremicker,
2006).

Unfortunately, for natural channels, the relation be-
tweenqout andv is typically non-linear and Eqn.7.2 is
therefor not applicable. However, the analytical solu-
tion of the linear reservoir equation (Eqns.7.3or 7.5) is
very attractive to use because of its low computational
cost. A common solution to this problem is the idea of

Figure 7.2: Relation between storage volumev and outflow
rateqout for a linear reservoir and a river reach.

a locally-linear reservoir. In this concept, the analyti-
cal solution of the linear reservoir equation is still used
but the retention constantk is allowed to depend on the
storage volumev (or the outflow rateqout).

According to Eqn.7.2, the retention constant of a lin-
ear reservoir is given by Eqn.7.6

k =
v

qout
(7.6)

.
Similarly, for the locally-linear reservoir, the reten-

tion constant is given by Eqn.7.7

k =
∆v

∆qout
(7.7)

.
Thus, the retention constantk still equals the slope of

the relation betweenv andqout (Fig. 7.2).
For channels of known geometry, the relation be-

tweenqout to v (Fig. 7.2) can be derived from a rat-
ing curve, i. e. corresponding observations of flow
rates and water levels (the latter being convertable to
storage volumes). Since the vast majority of simu-
lated reaches in a hydrological model is ungaged, rat-
ing curves are not practically available and need to be
estimated. This is usually done by applying Manning’s
equation (Eqn.7.8).

q(h) =
1

n
·
√

Sf · R(h)2/3 ·A(h) (7.8)

q Flow rate m3/s
Sf Slope of the energy grade line –
R Hydraulic radius m
A Wet cross-section area m2

h Water level m
n Manning’sn (parameter) Non-physical
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Considering that the storage volumev in a uniform
reach equalsA · L (L: length of the channel), Eqn.7.8
can be used to tabulate corresponding pairs ofv and
qout and thus alsok(qout) or k(v), respectively (recall
Eqn.7.7). The required information are:

• The functionsA(h) andR(h). They can easily be
computed from the x-section’s geometry (table of
offsets and corresponding elevations).

• The roughness parametern. Tables and empirical
formulas exist to estimate this value from channel
properties. It can also be fitted by steady flow mod-
eling.

• The slope of the energy grade lineSf . In practice,
only the slope of the channel bottomS0 is constant
and known. It can be measured in the field or has
to be gathered from a digital elevation model (with
subsequent quality checks).

7.2.2 Mathematical solution

Governing equation

In each time step, the storagev is updated using
Eqn.7.5. The applied retention constant is an average
value (k) taking into account the initial storage volume,
the initial inflow rate, and the inflow rate at the end of
the time step (Eqn.7.9)

k =
k(qin(t0)) + k(qin(t0 +∆t)) + k(v(t0))

3
(7.9)

with all k values taken from the∆v/∆q relation
(Eqn.7.7).

To apply Eqns.7.5 and 7.9, the inflow rates corre-
sponding to the begin and the end of a time step,qin(t0)
andqin(t0 +∆t), must be known.

Inflow rates

Problems with conservation of mass may arise from us-
ing qin(t0) andqin(t0 +∆t) together with the assump-
tion of a linear variation over∆t when simulating mul-
tiple reaches in series. This is due to the fact that the
outflow from a reach – and thus the inflow of the down-
stream reach – varies exponentially rather than linearly
(see Eqn.7.3& 7.5). To allow for a proper mass balance
(priority) while also taking into account the variation in
the inflow rate (secondary objective), the model uses as
input

1. the rate at the end of the time step,qin(t0 +∆t).

2. the average inflow rate for the time step,qin.

Then, the inflow rate at the begin of the time step,
qin(t0) is estimated from these two values using

qin(t0) = max(0., 2 · qin − qin(t0 +∆t))

and subsequently applying the correction

qin(t0 +∆t) = 2 · qin − qin(t0)

The latter correction is necessary to account for the
mass balance in those cases where the2nd argument
of max() is negative andqin(t0) is therefor set to zero.
These are cases where the value of the average inflow
rate is incompatible with the assumption of a linear vari-
ation over∆t.

Outflow rates

Using the concept of the linear reservoir, the outflow
rate at the end of the time step is computed from
Eqn.7.10.

qout(t0 +∆t) =
1

k
· v(t0 +∆t) (7.10)

The time-step averaged outflow rate is calculated us-
ing Eqn.7.11, which is a discrete version of the mass
balance equation.

qout =
v(t0)− v(t0 +∆t)

∆t
+ qin (7.11)

7.2.3 Hints for application

In hydrological catchment modeling, data on the ge-
ometry of river cross-sections are usually scarce. The
topocatch software (Kneis, 2012a) contains meth-
ods to estimate the x-section characteristics for all
reaches in a river basin using survey data from a lim-
ited number of sites only. Basically, these methods per-
form a spatial regionalization of the functionsA(h) and
R(h). It then applies Eqn.7.8to generate a table of cor-
responding storage volumes and outflow rates, allowing
for look-up of the retention constant (Eqn.7.7).
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Chapter 8

Evaporation from Water Surfaces

8.1 Introduction

This chapter introduces evaporation models. The ap-
proach(es) can be used to estimate the water losses as-
sociated with evaporation from lake, reservoir, and river
surfaces.

8.2 Makkink model

The Makkink model is a simple empirical equation to
estimate evaporation using a minimum set of input data,
namely short wave radiation and air temperature. In
has been derived for the Netherlands. Using convenient
units, the basic equation is (Eqn.8.1)

e = c ·
s

s+ γ
·

RinS

1000 ·Ewat · ρw
+ b (8.1)

with
e Makkink reference evaporation (m/s)
s Slope of the curve of saturation water vapor

pressure (kPa / K)
γ Psychrometric constant (kPa / K)
RinS Incoming short-wave radiation (W/m2)
Ewat Latent heat of water evaporation (kJ/kg).
ρw Density of water (≈ 1000 kg/m3).
c Empirical factor (–).
b Empirical correction term (m/s).

One should realize that only the incoming short-wave
radiation is used in Eqn.8.1, thus other terms of the
energy balance, such as reflection (albedo), long wave
emissions, and heat storage are all neglected.

For the dimensionless terms/(s + γ) Yao (2009)
present a convenient approximation based on the air
temperatureTA in units of ◦C (Eqn.8.2). The error
from using this approximation is ¡ 4 % for temperatures

Table 8.1: Makkink evaporation (mm/day) for different val-
ues of temperature (◦C) and daily-average short-wave radia-
tion (W/m2). The empirical parameters were set toc = 0.61
andb = −0.012/100/86400.

Temperature (°C)

Radiation (W/m²) 5 10 15 20 25 30

50 0.40 0.47 0.53 0.59 0.66 0.72

100 0.93 1.05 1.18 1.31 1.43 1.56

150 1.45 1.64 1.83 2.02 2.21 2.41

200 1.98 2.23 2.48 2.73 2.99 3.25

between 4 and 30◦C and about 7 % at 0◦C when com-
pared to the equations for separate estimation ofs and
γ given inHiemstra and Sluiter(2011).

s

s+ γ
≈ 0.439 + 0.01124 · TA (8.2)

The latent heat of water evaporationEwat (kJ/kg) can
be estimated from the water temperatureT (◦C) using
Eqn.8.3(Hiemstra and Sluiter, 2011). Since water tem-
perature data are usually unavailable, the air tempera-
tureTA must be used as a substitute forT .

Ewat = 2501− 2.375 · T (8.3)

For the two empirical parameters,Winter et al.
(1995) report values of c = 0.61 and b =
−0.012/100/86400 (unit of b converted from cm/d to
m/s). Hiemstra and Sluiter(2011) suggestc = 0.65
andb = 0 but their report does not explicitly focus on
evaporation from water surfaces.

Table8.1provides some results of the application of
Eqn.8.1for selected temperatures and short-wave radi-
ation inputs.
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Chapter 9

Evapotranspiration

9.1 Introduction

This chapter describes approaches to model evapotran-
spiration. The focus is on very simple approaches rely-
ing on a two-step calculation procedure:

1. Computation of apotentialevapotranspiration rate
etpot. This represents the maximum possible rate
in the absence of water stress. It is basically lim-
ited by energy supply.

2. Estimation of theactual evapotranspiration rate
etreal from the potential rate taking into account
the properties of vegetation and the limitation by a
soil moisture deficit.

9.2 Potential evapotranspiration

9.3 Hargreaves model

This is a very simply model yielding estimates ofetpot
with daily resolution. It requires as input

• Incoming short-wave radiation

• Daily minimum and maximum temperature

If the radiation is given as a daily average value (in-
stead of a sum), the Hargreaves model takes the form of
Eqn.9.1

etpot =CH ·
(

tmax + tmin

2
+ CT

)

· (9.1)

√
tmax − tmin · 0.0864 · RinS

with

etpot Hargreaves potential evapo-
transpiration rate (mm/day)

tmax, tmin Daily minimum and maxi-
mum of air temperature (◦C)

RinS Daily average of incoming
short-wave radiation (W/m2)

0.0864 Factor to convertRinS from
W/m2 into MJ/m2/day

CH Empirical coefficient, CH=
0.0023

CT Empirical coefficient, CT=
17.8

9.4 Makkink model

The Makkink model is another simple approach to esti-
mate potential evaporation using only temperature and
downward short-wave radiation as predictors. The ap-
proach is discussed in detail byde Bruin(1987); Feddes
(1987); Hiemstra and Sluiter(2011).

Using convenient units, the basic equation without
an additive empirical constant (seede Bruin, 1987) is
Eqn.9.2

etpot = c ·
s

s+ γ
·

RinS

1000 ·Ewat · ρw
(9.2)

with
etpot Makkink reference crop-evaporation (m/s)
s Slope of the curve of saturation water vapor

pressure (kPa / K)
γ Psychrometric constant (kPa / K)
RinS Incoming short-wave radiation (W/m2)
Ewat Latent heat of water evaporation (kJ/kg)
ρw Density of water (≈ 1000 kg/m3)
1000 Factor to convert kJ into J
c Dimensionless empirical constant,c=0.65
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The latent heat of water evaporationEwat (kJ/kg)
is simply a function of temperature (see Eqn.8.3 on
page55). For the dimensionless terms/(s + γ) Yao
(2009) present a convenient approximation based on the
air temperature (see Eqn.8.2on page55). A more accu-
rate estimate is obtained, however, using the empirical
expressions fors andγ (both in hPa/K) from Eqn.9.3
and Eqn.9.4

s =6.11 · exp
(

17.3 · TA
237.3 + TA

)

· (9.3)

4105.3

(237.3 + TA)2

γ =0.016286 ·
PA

Ewat(TA)
(9.4)

wherePA is the air pressure (hPa) andTA is the air
temperature in◦C (Dyck and Peschke, 1995).

9.5 Real evapotranspiration

In the approaches described here, the rate of real evapo-
transpirationetreal is computed by multiplying the po-
tential rateetpot with dimensionless correction factors.
Typically, these factors account for

• the different transpiration characteristics of the
actual vegetation as compared to the reference
vegetation to whichetpot refers (usually short
grass). These factors are known ascrop factors
(Sec.9.5.1).

• the reduction of plant transpiration due to soil
moisture limitation (Sec.9.5.2).

9.5.1 Crop factors

For some equations to estimateetpot, an extensive set
of crop factors has been established based on empiri-
cal research. The values vary between different crops
and also account for the different stages of plant grow,
i. e. seasonality. For the Makkink model (Sec.9.4),
crop factors can be found inFeddes(1987). For wider
applicability, it is desireable to derive the crop factors
from other easily available data. A potential candidate
is the leaf-area indexLAI. Based on figure Fig.9.1,
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Figure 9.1: Relation between the crop factor (for Makkink
model) and the leaf-area index (m2/m2) for two selected
crops. Crop factors and the corresponding values ofLAI
were taken fromFeddes(1987) andLudwig and Bremicker
(2006), respectively.

an approximate relation between the crop factor of the
Makkink model and theLAI can be derived (Eqn.9.5).

crop factor≈ 0.14 · LAI + 0.4 (9.5)

Note that, following the conventional definition of
etpot, the crop factor should take a value of one for
the reference crop (typically actively growing gras of
12 cm height with unlimited water supply). Assuming
that the correspondingLAI is about 5 (see, e. g.Misra
and Misra, 1981) or (Bremicker et al., 2006, page 11),
the simplest linear approach would be Eqn.9.6.

crop factor≈ 0.2 · LAI (9.6)

This equation, however, implies that evapotranspira-
tion from bare soil is zero. In reality, a non-zero inter-
cept is more plausible.

During calibration of a hydrological model for the
Upper Neckar Basin (Germany), the relation shown in
Eqn. 9.7 was identified. It yielded the best result for
a larger part of the catchment (gage Kirchtellinsfurt,
2300 km2). The optimum parameters for smaller sub-
basins were similar. The assumedLAI of grassland
vegetation in that model was 5.

crop factor≈ 0.16 · LAI + 0.2 (9.7)
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Figure 9.2: Ratio of real to potential evapotranspiration
etreal/etpot as a function of relative soil saturationrs.

9.5.2 Influence of soil moisture

A widely used scheme to account for the limitation of
real evapotranspiration by soil moisture is illustrated in
Fig. 9.2. This approach uses two empirical constants
rsetmin andrsetmax representing threshold values of
relative soil saturation. For very dry soil with relative
saturation between 0 andrsetmin, real evapotranspira-
tion is zero. For wet conditions with relative saturation
betweenrsetmax and 1, the rate of real evapotranspira-
tion etreal is equal to the potential rateetpot. For inter-
mediate conditions,etreal is assumed to vary linearily
with soil saturation (i. e. soil moisture). Mathemati-
cally, this is expressed by Eqn.9.8.

etreal
etpot

= min

(

1,max

(

0,
rs− rsetmin

rsetmax − rsetmin

))

(9.8)

In this definition, the relative soil saturationrs is the
quotient of the current soil water contentθ and the soil-
specific maximum valueθmax. Thus, the two param-
etersrsetmin andrsetmax take values in range 0 to 1.
A reasonable estimate forrsetmin can be obtained from
data on the water content at the wilting point. This value
varies considerably between soil types as illustrated in
Fig. 9.3.

Some characteristic values of soil water content
(based on Fig.9.3) and the corresponding estimates of
model parameters are presented in Table9.1.

Figure 9.3: Typical relation between water content and suc-
tion pressure for different soil types. The permanent wilting
point is defined as pF=4.2 (≈ 1500 kPa). The hatching marks
the typical range of the field capacity found in soils. Adapted
from Scheffer and Schachtschabel(1998).

Table 9.1: Characteristic values of the soil water content
θ and corresponding estimates of model parameters derived
from Fig.9.3.

θ at θ at
Soil θmax pF=2.5 pF=4.2 rsetmax rsetmin

Sand 0.43 0.03 0.02 ¡ 0.07 0.05
Silt 0.48 0.3 0.1 ¡ 0.63 0.21

Clay 0.53 0.46 0.32 ¡ 0.86 0.6
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Chapter 10

Storage in lakes and reservoirs

10.1 Introduction

This chapter desribes approaches to the simulation of
water storage in reservoirs. In a wider sense, the term
reservoirincludes natural lakes and the various types of
operated reservoirs.

10.2 Storage in uncontrolled lakes

10.2.1 Processes and equations

The fundamental principle for the simulation of lake
storage is expressed by the mass balance equation
(Eqn.10.1).

dv

dt
= qin + p− qout − e (10.1)

v Storage volume L3

qin Inflow rate L3/T
qout Outflow rate L3/T
p Precipitation flux L3/T
e Evaporation flux L3/T

For a natural lake with a single outflow, the outflow
rate is related to the lake’s water levelh through a rat-
ing curveQout(h) (Fig. 10.1). Furthermore, the water
levelh is related to the storage volumev by the storage
curveH(v). The latter represents the lake’s bathymetry,
i. e. the topography of the bottom. Sometimes, the rat-
ing curve and the storage curve may be represented by
analytical functions, typically using power equations or
polynomials, respectively. In practice, however, lookup
tables generally allow for greater flexibility as com-
pared to analytical expressions.

The rates of precipitation and evaporation fluxes are
obtained by multiplying the corresponding rates (di-

Figure 10.1: Side view of a lake with uncontrolled outflow
through an outlet channel. Symbols as in Eqn.10.1.

mension L/T) with an appropriate value of the lake’s
surface area (Eqn.10.2& 10.3).

p =P · amax (10.2)

e =E ·A(H(v)) (10.3)

P Intensity of precipitation L/T
E Rate of evaporation L/T
amax Maximum extent of the

lake’s surface area
L2

A(h) Surface area as a function
of water levelh

L2

The reasons for using different values of the surface
area in the calculation of precipitation and evaporation
fluxes are as follows:

• If a constant surface area would be used in
Eqn. 10.3, this would no longer be a continuous
function. As long as the there was some water in
the lake, the evaporation flux would be> 0. But
as soon as the last amount of liquid water has van-
ished, the flux becomes zero. Such a discontinuity
is problematic when solving the differential equa-
tion Eqn.10.1. The choice of acontinuousfunc-
tion A(h) resolves this problem, as it makes the
evaporation fluxE decrease gradually, as the stor-
age volume approaches zero.
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• In reality, the lake’s surface area being exposed to
precipitation is variable too, as expressed byA(h).
However, in hydrological catchment models, the
area ofland surfacesis typically constant. There-
fore, to avoid mass balance errors, the lake’s sur-
face area is taken as constant too. The maximum
extent of the lakeamax is a natural choice. Ef-
fectively, rain falling on possibly dry parts of the
bottom still contributes to the lake’s storage vol-
ume.

Using the rating curveQout(h) and the storage curve
H(v) as well as the definitions from Eqn.10.2 and
10.3, the mass balance (Eqn.10.1) can be rewritten as
Eqn.10.4.

dv

dt
= qin +P ·amax−Qout(H(v))−E ·A(H(v))

(10.4)

10.2.2 Mathematical solution

Strategy

The two functionsQout(H(v)) and A(H(v)) at the
right hand side of Eqn.10.4 may be arbitrarily com-
plicated. Moreover, the functions are typically avail-
able as lookup tables rather than analytical expressions.
Therefore, Eqn.10.4has to be solved numerically. To
obtain accurate and stable (i. e. positive) solutions, an
ODE solver with automatic time-step adjustment must
be used.

Inflow rates

The currently used implementation allows for a linear
variation of the inflow rate within a discrete modeling
time step of length∆t. As input, the time-step averaged
inflow rateqin and the instantaneous rate at the end of
the time stepqin(t0 + ∆t) are used. The missing rate
at the begin of the time stepqin(t0) is estimated as de-
scribed in Sec.7.2.2(page53).

Outflow rates

The numerical solution of Eqn.10.4yields the storage
volume at the end of a modeling time step and the corre-
sponding outflow rateqout(t0+∆t) is obtained from the
combined rating curve and storage curveQout(H(v)).

An accurate time-step averaged outflow rateqout is
calculated from a discrete version of the mass balance
equation (Eqn.10.5).

qout =
v(t0)− v(t0 +∆t)

∆t
+qin+

vp

∆t
−

ve

∆t
(10.5)

Here,vp andve represent the total volumes of precip-
itation input and evaporation losses within a single time
step, respectively. Bothvp andve are treated as state
variables which are initialized to zero at the beginning
of a time step (t0). This approach allows for the com-
putation of a proper mass balance even if the rates of
precipitation or evaporation are variable over∆t. Cur-
rently, this is only the case for evaporation, since the
flux is dependend on the storage (see Eqn.10.3).

10.2.3 Implementation

Table10.1relates the identifier names used in the model
implementation (names of state variables, parameters,
inputs, and outputs) to the symbols used in the process
equations (Sec.10.2.1). Note that this table does not list
external input variables used in the calculation of the
rate of evaporation (symbolE in Eqn.10.3). Modeling
concepts for evaporation can be found in Chap.8.

10.3 Notes on input data

In real-world model applications, the required functions
H(v), Qout(h), andA(h) are often not known but have
to be estimated. Some recommendations are given in
the sub-sections below.

10.3.1 Storage curve

Sometimes, information on the lake’s bathymetry are
available from topographic maps as lines of equal
depth. Via the steps of digitizing and vector-to-raster
conversion, a digital elevation model (DEM) of the
lake’s bottom can be obtained using GIS. Alternatively,
the DEM can be obtained by interpolation of punctual
measurements. The inverse of the storage curveH(v)
can be calculated using Eqn.10.6.

V (h) = (∆x)2 ·
nx
∑

i=1

ny
∑

k=1

max(0, h− z(i, k)) (10.6)
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Table 10.1:Symbols used in the process equations (Sec.10.2.1) and corresponding identifiers.

Symbol Identifier Units Details
State variables

v v m3 Storage volume
vp vp m3 Total volume of precipitation in a single time

step
ve ve m3 Total evaporated volume in a single time step

Simulated inputs
qin qi_avg m3/s Inflow rate (time-step average)
qin(t0 +∆t) qi_end m3/s Inflow rate (value at end of time-step)

Scalar parameters (object-specific)
amax area_max m2 Maximum surface area

Parameter functions (object-specific)
H(v) v2h m Storage curve (tabulated function)
A(h) h2a m2 Area curve to compute evaporation loss (tabu-

lated function)
Qout(h) h2q m2 Rating curve at lake outlet (tabulated function)

Outputs
qout qx_avg m3/s Outflow rate (time-step average)
qout(t0 +∆t) qx_end m3/s Outflow rate (value at end of time-step)
h h m Water level

V (h) Storage volume corresponding to
water levelh

L3

(∆x)2 Area of a single raster cell L2

nx, ny Number of cells in x- and y-
direction (grid dimensions)

–

z(i, k) Elevation of the bottom at cell
with indicesi andk

L

The evaluation of Eqn.10.6for discrete values ofh
yields a lookup table forV (h). The desired function
H(v) is then obtained by invertingV (h). Usually, it
makes sense to apply some kind of interpolation in or-
der to tabulateH(v) for a reasonable set of arguments
v.

For operational model applications, it is important
that the tableH(v) covers the highest thinkable values
of the storage volumev. Otherwise, the model might
stop just in the moment where it is needed the most. The
choice of a lower limit forv is site-specific. Given that
the outflow of the lake never runs dry, it is sufficient if
the smallest tabulated value ofH(v) corresponds to the
lowest point of the channel at the lake’s outlet (dashed
horizontal line in Fig.10.1). However, if the water level
can fall below this level due to high evaporation (caus-
ing the outflow rate to be exactly zero), the tableH(v)
must also cover those states.

10.3.2 Surface area curve

The functionA(h) can be obtained from a DEM as well
using Eqn.10.7. By convention, the logical expression
(h > z(i, k)) equals 1 if true and it is 0 otherwise.

A(h) = (∆x)2 ·
nx
∑

i=1

ny
∑

k=1

(h > z(i, k)) (10.7)

It is sufficient ifA(h) is tabulated for the range ofh
values which are expected to appear during simulation
(including extremes). For lakes which can fall dry, it is
important thatA(h) is continuous, i. e. the value should
gradually approach zero for values ofh which corre-
spond to minimal storage volumes. In other words, the
lake’s bottom must not be perfectly flat.

10.3.3 Rating curve (uncontrolled lakes)

For natural lakes, the rating curveQout(h) can be esti-
mated from the characteristics of the outlet channel us-
ing Mannings’s equation (see Eqn.7.8at page52). The
required information include the cross-section’s geom-
etry, the slope of the bottom, and the roughness (Man-
ning’sn).
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For the special case of a channel whose widthW is
much greater than the flow depthhfl, the hydraulic ra-
dius is approximatekly equal tohfl. Then, Mannings’s
equation simplifies to Eqn.10.8.

q(hfl) =
1

n
·
√

Sf · h5/3
fl ·W (10.8)

q Flow rate m3/s
Sf Slope of the energy grade line –
hfl Flow depth (x-section average) m
W Channel width m
n Manning’sn (parameter) Non-physical
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